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Introduction:

Data Augmentation (DA) has recently been incorporated
in NLP processes due to interest in working with low
resource domains, novel tasks, and the implementation of
neural networks that demand large sets of training data.
Despite this current focus on DA methods, this field is still
somewhat under-researched, probably hindered by the
discrete nature of text data.

Moreover, augmenting text data processes that are
performed on languages like Arabic might pose challenges
of a different type which relates to the language’s inherent
morphological and syntactical complexities.

ACD studies on the Arabic language indicated a
preoccupation with Machine Learning and DL models but
a lesser interest in data augmentation.

Research problem:

The availability of robust text data (dataset) becomes
crucial to the feasibility and the accuracy of DL
applications, however, one of the issues impeding the
realization of this target is the sacristy of big, labeled text
data.

Solution

The DL research community constantly explores solutions
to labeling big data without human effort, which could be
facilitated through applying data augmentation methods
and techniques.
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Fig. SemEval2016- dataset sample + Augmentation example

Research Methodology:

ACD task focused on opinionated text like reviews, a
model detects the aspect category in each sentence based
on predefined categories.

In this experiment, a BERT-based model is implemented to

predict aspects in an augmented dataset of hotel reviews,

where each sentence is supposed to be under one
category.

To achieve this objective, a three key phases are proposed:
1.involves the preparation of the datasets.
2.augmentation, which is followed by an implementation

of the AraBERT model to predict aspects.
3.an evaluation of the classification results is conducted.

Results:

The baseline and augmentation pipelines achieved close
results. With the baseline, for example, an fl1-score of
0.663 has been recorded, and an fl-score of 0.661 for the
pipeline with augmentation. This generally suggests that
augmenting the dataset using the Word2Vec model does
not lead to better model performance or accurate ACD.

Though the augmentation-based model did not
outperform the baseline, the f1-scores of both pipelines
show an improvement when compared to results cited in
previous research that investigated ACD using DL methods
on the Arabic SemEval2016 review datasets. The highest
results reported by [12], [11], and [10] are f1-scores of
65%, 53%, and 47.3% respectively.

In addition, investigating the aspects (by-class) f1-scores
leads to a better understanding of the previously reported
results, Only seven aspect categories have fl1-scores that
demonstrate an improvement when applying
augmentation
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Conclusion:

Even though this research does report an improvement in
the performance of the augmentation-based model, it
presents augmentation as a feasible and relatively
successful technique that can be implemented in an ACD
task.
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