
Populations and Samples 
If a population is infinite, it is impossible to observe all its values, and even if it is finite it 
may be impractical or uneconomical to observe it in its entirety. Thus, it is usually necessary 
to use a sample, a part of a population, and deduce from it results refer to the entire 
population. Clearly, such results can be useful only if the sample is in some way 
“representative” of the population. 
The Sampling Distribution of the Mean (σ known) 
Theorem 1 If a random sample of size 𝒏𝒏 is taken from a population having the mean μ and 
the variance 𝝈𝝈𝟐𝟐, then 𝑿𝑿�  is a random variable whose distribution has the mean μ. 

For samples from infinite populations the variance of this distribution is 
𝝈𝝈𝟐𝟐

𝒏𝒏
 

For samples from a finite population of size 𝑵𝑵 the variance is 
𝝈𝝈𝟐𝟐

𝑵𝑵
 𝑵𝑵−𝒏𝒏
𝑵𝑵−𝟏𝟏

 where  
𝑵𝑵−𝒏𝒏
𝑵𝑵−𝟏𝟏

 is often 

called the finite population correction factor. 
Theorem 2 If 𝑿𝑿�  is the mean of a random sample of size 𝒏𝒏  taken from a population having 
the mean μ and the finite variance 𝝈𝝈𝟐𝟐, then  

𝒁𝒁 =
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

 

is a random variable whose distribution function approaches that of the standard 
normal distributions as n →∞. 

SAMPLING DISTRIBUTIONS & INFERENCES استنتاج 
CONCERNING A MEAN  



Example 1: Car mufflers are constructed by nearly automatic machines. One 
manufacturer finds that, for any type of car muffler, the time for a person to set up and 
complete a production run has a normal distribution with mean 1.82 hours and standard 
deviation 1.20. What is the probability that the sample mean of the next 40 runs will be 
from 1.65 to 2.04 hours. 
Solution: 
According to Theorem 2   

𝒁𝒁 =
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

=  
𝟏𝟏.𝟔𝟔𝟔𝟔 − 𝟏𝟏.𝟖𝟖𝟐𝟐
𝟏𝟏.𝟐𝟐 𝟒𝟒𝟒𝟒⁄

= −𝟒𝟒.𝟖𝟖𝟖𝟖𝟔𝟔 

𝒁𝒁 =
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

=  
𝟐𝟐.𝟒𝟒𝟒𝟒 − 𝟏𝟏.𝟖𝟖𝟐𝟐
𝟏𝟏.𝟐𝟐 𝟒𝟒𝟒𝟒⁄

= 𝟏𝟏.𝟏𝟏𝟔𝟔 

From Table 3       
  𝑷𝑷 𝒛𝒛 = 𝟏𝟏.𝟏𝟏𝟔𝟔 − 𝑷𝑷 𝒛𝒛 = −.𝟖𝟖𝟖𝟖𝟔𝟔 = 𝟒𝟒.𝟖𝟖𝟖𝟖𝟖𝟖 − 𝟒𝟒.𝟏𝟏𝟖𝟖𝟔𝟔𝟖𝟖+𝟒𝟒.𝟏𝟏𝟖𝟖𝟒𝟒𝟏𝟏

𝟐𝟐
= 𝟒𝟒.𝟔𝟔𝟖𝟖𝟏𝟏𝟔𝟔 

 
 



The Sampling Distribution of the Mean (σ unknown) 
Theorem 3 If 𝑿𝑿� is the mean of a random sample of size 𝒏𝒏 taken from a normal 
population having the mean μ and the variance 𝝈𝝈𝟐𝟐, and 
  

𝑺𝑺𝟐𝟐 = �
𝑿𝑿𝒊𝒊 − 𝑿𝑿� 𝟐𝟐

𝒏𝒏 − 𝟏𝟏

𝒏𝒏

𝒊𝒊=𝟏𝟏

 

Then                                                     𝒕𝒕 = 𝑿𝑿 �−  𝝁𝝁
𝑺𝑺 𝒏𝒏⁄  

is a random variable having the 𝒕𝒕 distribution with the parameter 𝝂𝝂 =  𝒏𝒏 −  𝟏𝟏 given in 
Table 4. 



INFERENCES CONCERNING A MEAN 
 استنتاجات المتوسط

Statistical Approaches to Making  Generalizations 
Suppose that a random sample of 𝒏𝒏 observations, from some population, leads. As matter 
of fact, to obtain new knowledge about a process or phenomena, appropriate data must 
be collected. Usually, it is not possible to obtain a complete set of data but only a sample. 
Statistical inference الاحصائي الاستدلال  developed whenever it is needed to make 
generalizations تعمیم about a population on the basis of a sample. It has to be mentioned 
that the generalization is usually called a statistical inference or just an inference. 
 
The first step in making a good statistical inference is to model the population. Next, any 
statistic parameter, such as 𝑿𝑿� or S2, are calculated as a function of the sample. There are  
two main steps of statistical inference to estimation of population parameters  معاملات 
 and testing hypotheses. First estimation can be either a point estimator that gives المجتمع
a single number estimate of the value of the parameter or an interval estimate that 
specifies an interval of reasonable values for the parameter. A test of hypotheses provides 
the answer to whether the data support or deny an investigator’s claim about the value of 
the parameter. 
 



Point Estimation 
Basically, point estimation concerns the choosing of a statistic, that is, a single number 
calculated from sample data. This property suggests considering the sample mean 𝑿𝑿� as a 
point estimator of the population mean μ. In the context of point estimation, the quantity 

of standard error  can be calculated as 
𝑺𝑺
𝒏𝒏

 
Example 2: Of all the waste materials entering landfills النفایات, a substantial proportion 
consists of construction and demolition materials. From the standpoint of green 
engineering, before incorporating these materials into the base for new or rehabilitated 
roadways, engineers must assess their strength. Generally, higher values imply a stiffer 
base which increases pavement life. Measurements of the elasticity modulus (MPa) on 
𝒏𝒏 =  𝟏𝟏𝟖𝟖 specimens of recycled concrete aggregate produce the ordered values  

136   143   147   151   158   160 
161   163   165   167   173   174 
181   181   185   188   190   205 

The descriptive summary for the sample are 𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬 𝐬𝐬𝐬𝐬𝐬𝐬𝐦𝐦 𝒙𝒙�  =  𝟏𝟏𝟔𝟔𝟖𝟖.𝟐𝟐  and 
𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬 𝐬𝐬𝐬𝐬𝐬𝐬𝐦𝐦𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬 𝐬𝐬𝐬𝐬𝐝𝐝𝐝𝐝𝐬𝐬𝐬𝐬𝐝𝐝𝐝𝐝𝐦𝐦 𝐒𝐒 =  𝟏𝟏𝟖𝟖.𝟏𝟏𝟒𝟒 
It is required to estimated standard error 
Solution: 
Our point estimator is sample mean is 𝒙𝒙�  =  𝟏𝟏𝟔𝟔𝟖𝟖.𝟐𝟐  and S = 18.10 MPa is the calculated 

sample standard deviation. The estimated standard error is 
𝑺𝑺
𝒏𝒏

= 𝟏𝟏𝟖𝟖.𝟏𝟏
𝟏𝟏𝟖𝟖

= 𝟒𝟒.𝟐𝟐𝟖𝟖 



Maximum Error of Estimate with High Probability 
When a sample mean is used to estimate the mean of a population, it is no doubt that the 
chances are almost nonexistent, that the estimate will actually equal μ. Hence, it would 
seem desirable to supplement such a point estimate of μ with some statement as to how 
close we might reasonably expect the estimate to be. The error, 𝑿𝑿�  −  𝝁𝝁, is the difference 
between the estimator and the quantity it is supposed to estimate. To examine this error, 
let us make use of the fact from Theorem 2 that for large 𝒏𝒏: 

𝒁𝒁 =
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

 

is a random variable having approximately the standard normal distribution. 
As illustrated in the given figure, for any specified value of α: 

𝑷𝑷 −𝒛𝒛𝜶𝜶 𝟐𝟐⁄ ≤
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

≤ 𝒛𝒛𝜶𝜶 𝟐𝟐⁄ = 𝟏𝟏 − 𝜶𝜶 

or, equivalently, 

𝑷𝑷
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

≤ 𝒛𝒛𝜶𝜶 𝟐𝟐⁄ = 𝟏𝟏 − 𝜶𝜶 

where 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  is such that the normal curve area to its right 
equals α/2. 

The sampling distribution of 
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

 



Now, let 𝑬𝑬, called the maximum error of estimate stand for the maximum of these values 
of 𝑿𝑿� − 𝝁𝝁 . Then, the error 𝑿𝑿� − 𝝁𝝁 , will be less than Maximum error of estimate 𝑬𝑬 

𝑬𝑬 = 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  .
𝝈𝝈
𝒏𝒏

 

with probability 1 − α. 
In other words, if it is intended to estimate μ with the mean of a large (𝒏𝒏 ≥  𝟑𝟑𝟒𝟒) random 
sample, it can be assert with probability 1−α  that the error, 𝑿𝑿� − 𝝁𝝁 , will be at most 
𝒛𝒛𝜶𝜶 𝟐𝟐⁄  .

𝝈𝝈
𝒏𝒏

 .  The most widely used values for 1−α are 0.95 and 0.99. 

Example 3 Specifying a high probability for the maximum error (σ known) 
An industrial engineer intends to use the mean of a random sample of size 𝒏𝒏 =  𝟏𝟏𝟔𝟔𝟒𝟒 to 
estimate the average mechanical skill (as measured by a certain test) of assembly line 
workers in a large industry. If, on the basis of experience, the engineer can assume that σ = 
6.2 for such data, what can be asserted with probability 0.99 about the maximum size of his 
error? 
Solution:    
Substituting 𝒏𝒏 =  𝟏𝟏𝟔𝟔𝟒𝟒, 𝝈𝝈 =  𝟔𝟔.𝟐𝟐,  
α= 1- 0.99=0.01 and then from Table 3  
At 𝐹𝐹 𝑧𝑧 = 0.995 the value of 
𝒛𝒛𝜶𝜶 𝟐𝟐⁄  = 𝑧𝑧0.005 = 2.575 
into the the formula  

𝑬𝑬 = 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  .
𝝈𝝈
𝒏𝒏

= 𝟐𝟐.𝟔𝟔𝟖𝟖𝟔𝟔 𝐱𝐱 
𝟔𝟔.𝟐𝟐
𝟏𝟏𝟔𝟔𝟒𝟒

= 𝟏𝟏.𝟑𝟑𝟒𝟒𝟒𝟒 

Thus, the engineer can be asserted with probability 0.99 that his error will be at most 1.30. 



The methods discussed so far require that σ be known or that it can be approximated with 
the sample standard deviation s, thus requiring that 𝒏𝒏 be large. However, if it is 
reasonable to assume that we are sampling from a normal population, the Theorem 3 
instead of Theorem 3, namely on the fact that: 

𝒕𝒕 =
𝑿𝑿 � −   𝝁𝝁
𝑺𝑺 𝒏𝒏⁄

 

is a random variable having the 𝒕𝒕 distribution with ν =n −1 degrees of freedom. 
When 𝑿𝑿� and 𝑺𝑺 become available, it can be prove with (1 − α)100% confidence that the 
error made in using 𝒙𝒙� to estimate μ is at most It can be reached the maximum error of 
estimate, normal population when σ  is unknown as: 

𝑬𝑬 = 𝒕𝒕𝜶𝜶 𝟐𝟐⁄ .
𝑺𝑺
𝒏𝒏

 

 



Example 4   A 98% confidence bound on the maximum error 
In six determinations of the melting point of an aluminum alloy, a chemist obtained a 
mean of 532.26 °C with a standard deviation of 1.14 °C. If this mean is used to estimate 
the actual melting point of the alloy, what can the chemist confirm with 98% confidence 
about the maximum error? 
Solution Substituting 𝒏𝒏 =  𝟔𝟔, 𝑺𝑺 =  𝟏𝟏.𝟏𝟏𝟒𝟒, and as 𝜶𝜶 = 𝟒𝟒.𝟒𝟒𝟐𝟐 then  from 
 𝐓𝐓𝐬𝐬𝐓𝐓𝐬𝐬𝐬𝐬𝟒𝟒 𝒕𝒕𝟒𝟒.𝟒𝟒𝟏𝟏 = 𝟑𝟑.𝟑𝟑𝟔𝟔𝟔𝟔  and  𝝂𝝂 = 𝒏𝒏 − 𝟏𝟏 = 𝟔𝟔 degrees of freedom  
into the formula for 𝑬𝑬,  

𝑬𝑬 = 𝒕𝒕𝜶𝜶 𝟐𝟐⁄ .
𝑺𝑺
𝒏𝒏

= 𝟑𝟑.𝟑𝟑𝟔𝟔𝟔𝟔 𝐱𝐱 
𝟏𝟏.𝟏𝟏𝟒𝟒
𝟔𝟔

= 𝟏𝟏.𝟔𝟔𝟖𝟖°C 

Thus the chemist can be sure with 98% confidence that his figure for the melting point 
of the aluminum alloy is off by at most 1.57 °C 



Determination of Sample Size 
The formula of 𝑬𝑬 = 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  .

𝝈𝝈
𝒏𝒏

 can also be used to determine the sample size that is needed 

to reach a desired degree of precision. Suppose that the mean of a large random sample is 
used to estimate the mean of a population, and it is wanted to be sure with probability of  
1 − α that the error will be at most some prescribed quantity 𝑬𝑬. As before, if the equation 

of 𝑬𝑬 = 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  .
𝝈𝝈
𝒏𝒏

  is solved for 𝒏𝒏 then: 𝒏𝒏 = 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  .𝝈𝝈
𝑬𝑬

𝟐𝟐
. In order to be able to use this 

formula 1 − α, 𝑬𝑬, and σ  must be known and it is often substitute an estimate based on 
prior data of a similar kind. 
Example 5 Selecting the sample size 
A research worker wants to determine the average time it takes a mechanic to rotate the 
tires of a car, and he wants to be able to be sure with 95% confidence that the mean of his 
sample is off by at most 0.50 minute. If he can presume from past experience that σ = 1.6 
minutes, how large a sample will he have to take? 
Solution Substituting 𝑬𝑬 =  𝟒𝟒.𝟔𝟔𝟒𝟒,𝝈𝝈 =  𝟏𝟏.𝟔𝟔, and 𝒛𝒛𝟒𝟒.𝟒𝟒𝟐𝟐𝟔𝟔 = 𝟏𝟏.𝟖𝟖𝟔𝟔 into the formula for 𝒏𝒏: 

𝒏𝒏 =
𝒛𝒛𝜶𝜶 𝟐𝟐⁄  .𝝈𝝈
𝑬𝑬

𝟐𝟐
=

𝟏𝟏.𝟖𝟖𝟔𝟔 𝐱𝐱 𝟏𝟏.𝟔𝟔
𝟒𝟒.𝟔𝟔

𝟐𝟐
= 𝟑𝟑𝟖𝟖.𝟑𝟑𝟑𝟑 

Thus, the research worker will 
have to time 40 mechanics 
 performing the task of rotating the 
tires of a car. 



Interval Estimation 
It is sometimes preferable to replace point estimates with the so-called interval 
estimates, because point estimates cannot really be expected to match with the 
quantities that are intended to be estimated. 
 
Referring to the probability statement 

𝑷𝑷 −𝒛𝒛𝜶𝜶 𝟐𝟐⁄ ≤
𝑿𝑿� − 𝝁𝝁
𝝈𝝈 𝒏𝒏⁄

≤ 𝒛𝒛𝜶𝜶 𝟐𝟐⁄ = 𝟏𝟏 − 𝜶𝜶 

𝑷𝑷 −𝒛𝒛𝜶𝜶 𝟐𝟐⁄  
𝝈𝝈
𝒏𝒏
≤ 𝑿𝑿� − 𝝁𝝁 ≤ 𝒛𝒛𝜶𝜶 𝟐𝟐⁄

𝝈𝝈
𝒏𝒏

= 𝟏𝟏 − 𝜶𝜶 

 

𝑷𝑷 𝑿𝑿� − 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  
𝝈𝝈
𝒏𝒏
≤ 𝝁𝝁 ≤ 𝑿𝑿� + 𝒛𝒛𝜶𝜶 𝟐𝟐⁄

𝝈𝝈
𝒏𝒏

= 𝟏𝟏 − 𝜶𝜶 

This probability statement concerns a random interval covering the unknown parameter 
𝝁𝝁 with probability 1 − α. Accordingly, When the observed value 𝒙𝒙� becomes available,  
then for large sample confidence interval for 𝝁𝝁 (𝝈𝝈 known), the following will be obtained: 

𝑿𝑿� − 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  
𝝈𝝈
𝒏𝒏

< 𝝁𝝁 < 𝑿𝑿� + 𝒛𝒛𝜶𝜶 𝟐𝟐⁄
𝝈𝝈
𝒏𝒏

 

Thus, when a sample has been obtained and the value of 𝒙𝒙� has been calculated, it can be 
claimed with (1 − α) 100% confidence that the interval from 𝑿𝑿� − 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  𝝈𝝈

𝒏𝒏
 to 𝑿𝑿� + 𝒛𝒛𝜶𝜶 𝟐𝟐⁄

𝝈𝝈
𝒏𝒏

 

will be surely contained 𝝁𝝁. 



Example 5  Calculating and interpreting a large sample confidence interval 
A random sample of size 𝒏𝒏 =  𝟏𝟏𝟒𝟒𝟒𝟒  is taken from a population with 𝝈𝝈 =  𝟔𝟔.𝟏𝟏. Given that 
the sample mean is 𝒙𝒙�  =  𝟐𝟐𝟏𝟏.𝟔𝟔, construct a 95% confidence interval for the population 
mean 𝝁𝝁. 
Solution Substituting the given values of 𝒏𝒏,𝒙𝒙,𝝈𝝈, and 𝒛𝒛𝟒𝟒.𝟒𝟒𝟐𝟐𝟔𝟔  for   𝟏𝟏 − 𝜶𝜶 = 𝟒𝟒.𝟖𝟖𝟖𝟖𝟔𝟔   is 
= 𝟏𝟏.𝟖𝟖𝟔𝟔  (from Table 3) into the confidence interval formula, it can be obtained: 

𝟐𝟐𝟏𝟏.𝟔𝟔 − 𝟏𝟏.𝟖𝟖𝟔𝟔 .  
𝟔𝟔.𝟏𝟏
𝟏𝟏𝟒𝟒𝟒𝟒

< 𝝁𝝁 < 𝟐𝟐𝟏𝟏.𝟔𝟔 + 𝟏𝟏.𝟖𝟖𝟔𝟔 .  
𝟔𝟔.𝟏𝟏
𝟏𝟏𝟒𝟒𝟒𝟒

 

 
𝟐𝟐𝟒𝟒.𝟔𝟔 < 𝝁𝝁 < 𝟐𝟐𝟐𝟐.𝟔𝟔 

Of course, either the interval from 20.6 to 22.6 contains the population mean 𝝁𝝁, or it does 
not, but we are 95% confident that it does. 



The preceding confidence interval formula is exact only for random samples from normal 
populations, but for large samples it will generally provide good approximations. Since 𝝈𝝈 
is unknown in most applications, then it will have to make the further approximation of 

substituting the sample standard deviation s for 𝝈𝝈.  Accordingly, the large sample 
confidence interval for 𝝁𝝁  for samples size  (𝒏𝒏 ≥  𝟑𝟑𝟒𝟒), can be as the following: 

𝑿𝑿� − 𝒛𝒛𝜶𝜶 𝟐𝟐⁄  
𝑺𝑺
𝒏𝒏

< 𝝁𝝁 < 𝑿𝑿� + 𝒛𝒛𝜶𝜶 𝟐𝟐⁄
𝑺𝑺
𝒏𝒏

 

 
 
For small samples (𝒏𝒏 <  𝟑𝟑𝟒𝟒), small sample confidence interval for 𝝁𝝁 of normal 
population : 

𝑿𝑿� − 𝒕𝒕𝜶𝜶 𝟐𝟐⁄  
𝑺𝑺
𝒏𝒏

< 𝝁𝝁 < 𝑿𝑿� + 𝒕𝒕𝜶𝜶 𝟐𝟐⁄
𝑺𝑺
𝒏𝒏

 

 



Example 6 
The nanopillar height data of  𝒏𝒏 =  𝟔𝟔𝟒𝟒 , 𝒙𝒙� =  𝟑𝟑𝟒𝟒𝟔𝟔.𝟔𝟔𝟖𝟖 𝒏𝒏𝒏𝒏 , and 
𝑺𝑺𝟐𝟐 =  𝟏𝟏,𝟑𝟑𝟔𝟔𝟔𝟔.𝟖𝟖𝟔𝟔 (hence, 𝐒𝐒 =  𝟑𝟑𝟔𝟔.𝟖𝟖𝟖𝟖 𝐦𝐦𝐬𝐬), construct a 99% confidence interval  for the 
population mean of all nanopillars.  
Solution Substituting into the confidence interval formula with  𝒏𝒏 =  𝟔𝟔𝟒𝟒, 𝒙𝒙� =  𝟑𝟑𝟒𝟒𝟔𝟔.𝟔𝟔𝟖𝟖, 
and 𝐒𝐒 =  𝟑𝟑𝟔𝟔.𝟖𝟖𝟖𝟖, , and 𝑧𝑧0.005 for   𝟏𝟏 − 𝜶𝜶 = 𝟒𝟒.𝟖𝟖𝟖𝟖𝟔𝟔   is = 𝟐𝟐.𝟔𝟔𝟖𝟖𝟔𝟔  (from Table 3), ) into 
the confidence interval formula, it can be obtained: 

𝟑𝟑𝟒𝟒𝟔𝟔.𝟔𝟔𝟖𝟖 − 𝟐𝟐.𝟔𝟔𝟖𝟖𝟔𝟔 .  
𝟑𝟑𝟔𝟔.𝟖𝟖𝟖𝟖
𝟔𝟔𝟒𝟒

< 𝝁𝝁 < 𝟑𝟑𝟒𝟒𝟔𝟔.𝟔𝟔𝟖𝟖 + 𝟐𝟐.𝟔𝟔𝟖𝟖𝟔𝟔 .  
𝟑𝟑𝟔𝟔.𝟖𝟖𝟖𝟖
𝟔𝟔𝟒𝟒

 

 
𝟐𝟐𝟖𝟖𝟐𝟐.𝟏𝟏𝟐𝟐 < 𝝁𝝁 < 𝟑𝟑𝟏𝟏𝟖𝟖.𝟒𝟒𝟒𝟒 

 
It  is 99% confident that the interval from 292.12 nm to 319.04 nm contains the true mean 
nanopillar height. 



Example 7   Engineers are making discoveries to create synthetic silk fibers. One research 
group reports the following statistics for the toughness (MJ/m3): 

𝒏𝒏 =  𝟏𝟏𝟖𝟖, 𝒙𝒙� =  𝟐𝟐𝟐𝟐.𝟔𝟔    and     𝑺𝑺 =  𝟏𝟏𝟔𝟔.𝟖𝟖 
Construct a 95% confidence interval for the mean toughness of these fibers. Assume that 
the population is normal distribution. 
Solution The sample size is 𝒏𝒏 =  𝟏𝟏𝟖𝟖  and 𝒕𝒕𝜶𝜶 𝟐𝟐⁄ = 𝒕𝒕𝟒𝟒.𝟒𝟒𝟐𝟐𝟔𝟔 from Table 4 at  degree of 
freedom 𝒏𝒏 − 𝟏𝟏 =  𝟏𝟏𝟖𝟖    is for n − 1 =2.110. 
The 95% confidence formula for 𝝁𝝁 becomes: 

𝑿𝑿� − 𝒕𝒕𝜶𝜶 𝟐𝟐⁄  
𝑺𝑺
𝒏𝒏

< 𝝁𝝁 < 𝑿𝑿� + 𝒕𝒕𝜶𝜶 𝟐𝟐⁄
𝑺𝑺
𝒏𝒏

 

𝟐𝟐𝟐𝟐.𝟔𝟔 − 𝟐𝟐.𝟏𝟏𝟏𝟏 
𝟏𝟏𝟔𝟔.𝟖𝟖
𝟏𝟏𝟖𝟖

< 𝝁𝝁 < 𝟐𝟐𝟐𝟐.𝟔𝟔 + 𝟐𝟐.𝟏𝟏𝟏𝟏 
𝟏𝟏𝟔𝟔.𝟖𝟖
𝟏𝟏𝟖𝟖

 

𝟏𝟏𝟒𝟒.𝟖𝟖𝟖𝟖 < 𝝁𝝁 < 𝟒𝟒𝟒𝟒.𝟒𝟒𝟏𝟏MJ/m3 

Now, it is  95 % confident 
that the interval from 14.79 
to 36.41 MJ/m3 contains 
the mean toughness of all 
possible artificial fibers 
created 
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