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Table 1: Notation we used in this work

G A finite group.

p A prime number.

K A field of characteristic 0.

@) A complete discrete valuation ring.

p A maximal ideal of O, with residue field F' = O/p.

F An algebraically closed field of characteristic p, residue field of O.
7z Integers.

L, Integers modulo n.

N Natural numbers = {integersn : n > 0}.

Sh The symmetric group of degree n.

A, The alternating group of degree n.

Vy The Klein’s 4-group. Vy = (a,bla® = b = (ab)? = 1).

D5, The dihedral group of order 2n. D, = (a,bla™ = b? = 1, aba = b).
G A group algebra of a finite group G over a field F.

1q The identity element of a finite group G.

a=bmodn n divides a — b where a,b € Z with n > 0.

ged(a, b) The greatest common divisor of integers a, b.

max(m, n) A maximal elements of m and n where m,n € Z.
R|x1,xo, -+, 2, | The polynomial ring.

Matn(R) An algebra of (n x n)-matrices with coefficients in a commutative ring R.
RO The permutation module of a finite group G over a ring R.
HOIIlR(M , W) The set of all R-module homomorphism over a ring R.
Endg(V) The endomorphism algebra of a vector space V over a field F.
Aut R(A) The automorphism group of a G-algebra A over a ring R.

Isog (@, S) The set of all G-group isomorphism over a finite group G.
Morz(Q, S) The morphism of a fusion system F.

fq

The conjugation map where g in a finite group G.

Ker(f)

The kernel of a homomorphism f.

Im(f)

The image of a homomorphism f.

Ylp

The restriction of a mapping .

‘G | The order of a finite group G.

G/H The set of left cosets gH of a subgroup H in a finite group G where g in G.
L\G/H The set of double cosets LgH of subgroups L and H in a finite group G where g in G.
[G / H ] The set of representatives of left cosets gH in G where g in G .

[L \ G / H ] The set of representatives of double cosets LgH in G where g in G.




Table 2: Notation we used in this work

[G H ] The index of a subgroup H in a finite group G.

~G The conjugate relation in a finite group G.

<ga An order relation between subgroups of a finite group G.

M; = My | Modules M; and M, are isomorphic.

G1 x Ga A cartesian product of sets G; and G5 - A direct product of finite groups G; and Gs.
M e N An internal direct sum of modules M and N.

XRp A tensor product of F-modules.

HY A conjugate of a subgroup H of a finite group G by g in G.

Clg(H) The set of H-conjugacy classes of a finite group G.

C The class sum of a conjugacy class C.

C Fg(H ) The centralizer of a subgroup H of a finite group G in FG.

C X(P ) The set of fixed points of a basis X under a p-subgroup P of a finite group G.
Stabg(:v) The stabilizer of z in a finite group G.

Ng(H ) The normalizer of a subgroup H in a finite group G.

Z(FQ) The center of a group algebra FG.

InVH(M) A fixed elements of an FFG-module M under the H-action.

M A fixed elements of an F'G-module M under the H-action.

Indg(W) The induction of an F'H-module W from a subgroup H to a finite group G.
Resf,(M) The restriction of an F'G-module M from a finite group G to a subgroup H of G.
Trg The relative trace map from a subgroup H of a finite group G to G.

Mg The image of the relative trace map of the module M.

M (H ) The Brauer quotient of module M with respect to a subgroup H of a finite group G.
BI"AH4 The Brauer homomorphism of module M.

vx(M) A vertex of an F'G-module M.

S(M) A source of an FFG-module M.

SC(G, H) A Scott FG-module with respect to a subgroup H of a finite group G.

S p(M ) The Scott coefficient of OG-module M associated with a p-subgroup P of a finite group G.
J(A) The Jacobson radical of a G-algebra.

U(A) A group of units of G-algebra A.

I<R An ideal I of a ring R.

dimF(V) The dimension of the F-vector space V over a field F.

<a:> A cyclic group generated by x.

F p(G) The fusion system of a finite group G over a p-subgroup P of G.

Ob(./_") The object of a fusion system F.

Syl,(H) | The set of Sylow p-subgroups of H.

Ny The number of Sylow p-subgroups of a finite group G.

QF The set of all F-conjugate to a subgroup @ of a finite group G in F.
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Abstract

This dissertation is about important types of modules in algebra, Brauer inde-
composable module and Scott module and about system on finite group, saturated
fusion system. More precisely, we will introduce important properties and examples
about them. Then we study the tensor product of Brauer indecomposable module,
Scott module and saturated fusion system.

Key-words

G-algebras, Brauer indecomposable modules, Scott modules, fusion systems, sat-
urated fusion systems, tensor product.



Introduction

In this dissertation we shall assume that G is a finite group and p a prime number
dividing the order of GG. Let O be a complete discrete valuation ring with quotient
field K of characteristic 0. We assume that the residue field F' = O/p is an alge-
braically closed field which has characteristic p, where p denotes the unique maximal
ideal of O. With this assumption we refer to the triple (K, O, F') as a p-modular
system. We let R be O or F.

In (1956), Brauer introduced in case of the group algebra a surjective homo-
morphism between subalgebra of fixed points and Brauer quotient of algebra. This
surjective homomorphism is called Brauer homomorphism. In (1968), Green intro-
duced the notion of G-algebra. In (1980), the idea of defining such a homomorphism
for an arbitrary G-algebra is due to Broué and Puig. The Brauer quotient of mod-
ule is a factor of fixed points of module by the sum of the image of the relative
trace map. The restriction of Brauer quotient is defined a special module called “
Brauer indecomposable module.” This module has an important relationship with
saturated fusion system [24].

A Scott module is the unique summand of an induced module that contains the
trivial module in its base: Scott proved that the trivial module is also in its top.
This work was characteristically left unpublished by Scott; it was later rediscovered
by Alperin who did not publish it either. The first mention of them in the literature
was in (1982), by David Burry [6].

The beginning of fusion of finite groups is due to Burnside in the proof of normal
p-complement theorem for a fixed prime number p. Burnside’s book was published in
(1911). Brauer’s work in representation theory both ordinary and modular made the
foundation for deep theory in this direction of research. Brauer’s work spread from
(1940) to (1970). Alperin contributed in this field for Sylow intersections and fusion
in his paper in journal of algebra (1967). In modern language of this direction of
research, Lluis Puig gave the unifying approach for G-fusion in a Sylow p-subgroup.
In (1980), L.Puig created the notion of Frobenius category on a finite p-group. We
note that L. Puig did not publish his work about fusion system for long time. Then
in (2006), we have seen his first paper in this area of research. In (2009), we have
seen L. Puig’s book which contains deep theory and construction of fusion system.
In fact, in the literature mathematicians call this science Puig theory [3] . The book
of B. Kulshammer, which is published around (1991), contains the core work of
Puig regarding the results about nilpotent blocks. The book by Thévenaz, which is



published around (1996), contains comprehensive treatment of G-algebra and Puig
theory. The book is very comprehensive treatment of modular representation theory.
Then, we have seen in the book Fusion Systems in Algebra and Topology, by Michael
Aschbacher, Radha Kessar, Bob Oliver, which is published around (2011). This book
gives an excellent treatment of fusion systems and the relationship with topology.
Also we see the book of David Caravan which contains some well organized theory
in fusion system. There is a new book which is due to Marcus Linkelmann as well
as many good paper of him. The title of that book is The Block Theory of Finite
Group Algebras, Volume 1.

This dissertation is divided into four chapters. In Chapter one, we will introduce
some notation and background materials that going to be used in the remainder of
the research. In the first section, we introduce concepts of algebra, Jacobson radical.
We give some examples about them. We introduce several equivalent condition to
definition of local algebra. Then we introduce theorem about endomorphism module
local algebra. In the second section of this chapter, we introduce definitions of a
G -algebra and an interior G-algebra. We introduce the most important concepts
about them. Then we show a relationship between G-algebra and interior G-algebra.
In the third section, we introduce definition of G-conjugate relation and show this
relation is equivalence relation. We introduce definition of conjugation map and
show algebra structure about it. We introduce concept of automizer. We record
some note about Sylow theorems. Then we introduce Burnside theorem.

In Chapter two, we introduce concepts of induced module and restriction module.
Then we give us some properties about them. In the second section, we introduce
concepts of a set of invariant elements and relative trace map on two algebra struc-
tures, modules structure and G-algebras structure. Then we gives some examples
and properties about them. In the third section, We introduce concepts of Brauer
quotient, Brauer homomorphism and important module of our research *“ Brauer
indecomposable module”. Then we give us some properties about them. In the
fourth section, we introduce concepts of relative projective module, source module
and vertex subgroup. Then we give us properties about them. In the fifth section,
we introduce concept of a p-permutation module. We give us some examples and
properties about it. In the last section, we introduce concept of an important mod-
ule of our research “Scott module”. We introduce concept of Scott coefficient. Then
we give us some results and properties of Scott module and Scott coefficients.

In Chapter three, we introduce concepts of fused and control fused. Then we
give some examples about them. We introduce concept of an important system in
our research “ fusion system”. We give us types of subgroups in object of fusion
system. Then we give us examples about them. We show some lemmas giving us the
relationship between types of subgroups in object of fusion system. In the second
section, we introduce concept of special case of fusion system “ saturated fusion
system” is important system in our research. Then we introduce Puig’s theorem. We
give us a relationship between subgroups of object in saturated fusion system. We
introduce important theorem gives us equivalent condition to definition of saturated



fusion system. Then we give us the relationship between Brauer indecomposable
module and saturated fusion system.

In Chapter four, we study that the tensor product of three algebra structures.
In the first section, we study that the tensor product of Brauer indecomposable
modules. In the second section, we study the tensor product of Scott modules.
Finally, we study that the tensor product of fusion systems. The main theorems in
this Chapter:

e Theorem: Let p be a fixed prime number. Let F' be an algebraically closed
field of characteristic p. Let G; and G5 be two finite groups. Let M; be Brauer
indecomposable F'G;-module with ¢ = 1,2. Then

M, ®@p M,
is a Brauer indecomposable F'G; ® p F'GGo-module.

e Theorem: Let p be a fixed prime number. Let F' be an algebraically closed
field of characteristic p. Let G; and G5 be two finite groups. Let H; be a
subgroup of G;, with ¢ = 1,2. Let W, for ¢ = 1,2 be F'H;-module. Then

Ind§ (W1) ®@p Ind 2 (Ws) = Ind G 552 (Wh @p Wa).
e Theorem: Let p be a fixed prime number. Let F' be an algebraically closed

field of characteristic p. Let G; and G5 be two finite groups. Let H; be subgroup
of G;, with ¢ = 1,2. Let Sc(G;y, H;) for i = 1,2 be a Scott F'G;-module. Then

SC(Gl, Hl) ®F SC(GQ, HQ)
is a Scott F'G1 ®f F'Go- module.

e Theorem: Let p be a fixed prime number. Let F' be an algebraically closed
field of characteristic p. Let G; and G5 be two finite groups. Let P; be p-
subgroup of G;, with ¢+ = 1,2. Let F; be the fusion system of G; over P;. Let
FF; for © = 1,2 be the finite dimensional algebra over F' which is associated
with the fusion system Fp, (G;). Then

F[Fi x Fo| 2 FF, ®p FF,
as an algebra isomorphism.

e Theorem: Let p be a fixed prime number. Let F' be an algebraically closed
field of characteristic p. If F; is a saturated fusion system for ¢ = 1,2 then the
fusion system F'F; ®p FJF; is a saturated fusion system.

We would like to say that these theorems are written in three papers:

e Tensor product of Brauer indecomposable modules.
e Tensor product of Scott modules.

e Tensor product of fusion systems.



Chapter 1

Algebras

We shall introduce in this chapter, concepts of algebra, Jacobson radical and local
algebra. We give some examples about them. Then we introduce theorem tells us
condition of local algebra on endomorphism module is important for become module
an indecomposable module. In second section, we introduce concepts of G-algebra
and interior G-algebra. Then we give some important concepts and examples about
them. We introduce a relationship between G-algebra and interior G-algebra. In
third section, we introduce concept of conjugate relation and algebra structure about
it. We introduce concept of automizer and important property about it. We record
some note about Sylow theorems. Then we introduce Burnside theorem.

1.1 Local algebras

Let p be a fixed prime number. Let G be a finite group. Let (K, O, F) be a p-
modular system. Let R be O or F. We followed references [2], [4], [10], [12], [16], [17]
and [20].

Definition 1.1.1. [10] An algebra over R is an R-module A with a ring structure,
which must satisfy r(ab) = (ra)b = a(rb) for all r € R and all a,b € A.
We list some examples are about of algebra. The main example is the first one.

Example 1.1.1.

(a) Let G be a finite group. The group algebra FG = {>_a,9; : o € F, g; € G}
is an algebra over F' where F'is the trivial F'G-module.

(b) Every ring is an algebra over Z.

)
(c) Every field is an algebra over itself.
(d) The polynomial ring R [z1, %3, -, x,] is an algebra over R.
)

(e) The matrix ring (Mat,(R),+,-) is an algebra over R.

10



(f) Consider V as a vector space over F, then the endomorphism ring (Endg(V'), +, 0)
is an algebra over F'.

Definition 1.1.2. [16] The Jacobson radical J(A) of A is intersection of all maximal
left ideals I of A
J(A) = Npaal.

The following example is about of Jacobson radical.

Example 1.1.2.

(a) The Jacobson radical of Zg is J(Zs) = (2).
(b) The Jacobson radical of Zg is J(Zg) = (2) N (3) = {0}.

The ideal J(A) is important to study the concept of local algebra.

Lemma 1.1.1. [14] Let A be a finite dimension algebra over F. Then the following
condition are equivalent:

(i) A contains exactly two idempotents.

(ii) Every element in A is either nilpotent or unit.
(iii) A/J(A) = F as field.
(iv) A is the disjoint union of J(A) and U(A).

Definition 1.1.3. An algebra A over a field F' is called local algebra if it satisfies
any condition of Lemma 1.1.1.

Example 1.1.3. All field (and skew field) are local algebras over itself.

Theorem 1.1.1. [2] Let M be a finite dimensional F'-module. Then M is indecom-
posable F'-module if and only if every endomorphism algebra of M s either unit or
nilpotent.

Proof. (<) to prove by contradiction. Suppose that every endomorphism of M
is either unit or nilpotent and M is not indecomposable F-module. So, suppose
M = N; & Ny where Ny and Ny are non-zero F-submodules of M. Also suppose iy :
N; — M is an inclusion map defined by i;(x) = (2,0),Vz € Ny and 7, : M — N
is a projection map defined by m(z,y) = z, Yo € Ny, Vy € Ny. Also suppose iz :
Ny — M is an inclusion map defined by i5(y) = (0,y), Yy € Ny and my : M — Ny
is a projection map defined by m(x,y) = y, Vo € Ny, Vy € N,. Now note that,
i1y and ia7y are both endomorphisms of M with iy (z,y) = i1 (71 (z,y)) = i1(x) =
(2,0). So (i1m1)*(z,y) = iymi(iymi(z,y)) = 171 (2,0) = 41 (m1(2,0)) = 441 (x) = (z,0)
by induction (iym)"(z,y) = (2,0), Vo € N;. This means (i;m)" # 0, Vn € N.
Hence 417 is not nilpotent. By assumption ¢;7r; is unit. In the same way iy7ms is not
nilpotent, so 975 is also unit by assumption. But

11



(7:171'1)(2'271'2) = O (11)

since (i1 ) (i9m2) (2, y) = 11m1(0,y) = (0,0). Also since i is unit then (i;7;)~"
exists. By multiply the equation (1.1) from left by (i;7;)~", we have iomy = 0. This
is contradict that iomy is unit. Hence M is indecomposable F-module.

(=) Suppose that M is a finite dimensional indecomposable F-module and f €
Endg(M). Now we have
M > Imf D>Imf?>---

and
M Dkerf Dkerf?>---

are two descending chains of F'-submodules of M. But since M is a finite dimensional
then there exist positive integer n such that:

Imf" =Imf"™ = Imf"2=...
and there exist positive integer m such that:
ker f™ = ker f"T! = ker [T = ...

If we take & = max(m,n), then it follows that:

Imf* = Imf?* and ker f* = ker f?*. (1.2)

Now if # € kerf* N Imf*, then x € kerf* and z € Imf*. So z = f*(y), y € M
and f*(z) = 0. Thus f*(f*(y)) = f*(x) = 0 and f?*(y) = 0 then y € kerf?*. But
from (1.2) we have y € kerf*. Thus f*(y) = 0, then z = 0. Hence ker f* N Imf* =
{0}. Now suppose x* € M then f*(z) = f*(y) for some y € M. Since f* is a
homomorphism, then f*(x — f*(y)) = f*(x) — f**(y) = 0. Hence z — f*(y) € ker f*,
so x € kerf* + f*(y) C kerf* + Imf*. Then M C kerf* + Imf*. Also since
ker f* + Imf* C M. Then M = kerf* + Imf* hence M = kerf* @ Imf*. But
since M is indecomposable F-module then either Imf* = {0} or kerf* = {0}. If
Imf* = {0}, then f* = 0. Hence f is nilpotent. If kerf* = {0}, then f is one to
one. Since f is endomorphism thus f is onto. Hence f is unit. O]

Corollary 1.1.1. A finite dimension F-module is indecomposable if and only if the
endomorphism algebra of it is local algebra.

1.2 (G-algebras

Throughout this section, G denotes a finite group and p a prime number. Let
(K, O, F) be a p-modular system. Let R be O or F. We followed references [3], [8],

12



[13], [14], [23] and [24].

Definition 1.2.1. [3] Let A be an algebra over R. A G-algebra over R is a group
homomorphism ¢ : G — Aut(A) defined by 9(g)(a) = a? for all @ € A and all
g € G. We denotes a¢ for the image of a under the map ¥ (g) € Aut(A), for all
re R, a, be Aandall g,h € G we have:

Then we called A a G-algebra over R.
Remark 1.2.1.

The G-algebra structure corresponds to the conjugation action a¢ = g~ 'ag by
ge€a@q.

The following examples are about of G-algebra.

Example 1.2.1.

The group algebra F'G has a G-algebra structure over F' by inclusion map of G
in F'G with conjugation t9 = g~ 'tg where g € G and t € FG. Also if N is a normal
subgroup of G' then F'N is a G-algebra over I’ by restriction of the action G on F'G
to F'N.

Example 1.2.2.

Consider M as an F'G-module. The endomorphism algebra of M over F' has
a G-algebra structure over F' satisfies (¢)9(m) = ¢(mg~')g for all ¢ € Endp(M),
g€ G and all m e M.

Lemma 1.2.1. Let G be a finite group. Let H be a subgroup of G. If A is a
G-algebra over R then A is an H-algebra over R.

Proof. Since A is a G-algebra over R thus there is a group homomorphism ¢ : G —
Aut(A). The restriction of ¢ to ¢ : H — Aut(A) is also group homomorphism.
Hence A is an H-algebra over R. O

Definition 1.2.2. Let G be a finite group. Let A be a G-algebra over R. The
G-subalgebra of A is a subalgebra B of A satisfying b € B for g € G and b € B.

Definition 1.2.3. Let G be a finite group. Let A be a G-algebra over R. The
G-ideal of A is an ideal I of A satisfying 29 € [ for g € G and = € I.

13



The following lemma gives us the algebra structure for factor of G-algebra by
G-ideal of G-algebra.

Lemma 1.2.2. Let GG be a finite group. Let A be a G-algebra over R. Let I be a
G-ideal of A. Then A/I is a G-algebra over R.

Proof. We will prove this map ¢ : G — Aut(A/I) is define by ¥(g)(a + I) =
(a+1)% =a%+ I is a group homomorphism for g € G and a+ 1 € A/I.
Suppose that g1,9, € G and a+ I € A/I. From definition of 1) we have

V() (a+1) =

(a + [)9192

(a9192 + I)
((CL91)92 + [)

(agl + ])92

= ((a+ D)

= U(g)(a+1)*

= Y(g2)¥(g1)(a+ 1)

Hence 9 is a group homomorphism. Then A/ is a G-algebra over R. [
The following definition about the morphism that connect between G-algebras.

Definition 1.2.4. Let GG be a finite group. Let A and B be two G-algebras over
R. A homomorphism ¥ : A — B is a homomorphism of G-algebras satisfying
(¥(a))? = ¥(a?) for g € G and a € A.

Now we will introduce definition of the spacial and important structure of G-
algebra.

Definition 1.2.5. [3] Let G be a finite group. Let A be an algebra over R. An
interior G-algebra over R is a group homomorphism ¢ : G — U(A) satisfy ¢(g)a =
g.a and ap(g) = a.g for all a € A and g € G.

The following theorem gives us the relationship between G-algebra and interior
G-algebra.

Theorem 1.2.1. Fvery interior G-algebra A over R is a G-algebra over R by
W(g)(a) =a?@, forge G, ac A

Remark 1.2.2. The converse of the above theorem does not hold in general. For
example, if we take F' = Z5 is the field which has characteristic 2,

G =V} the Klein 4-group which has order 4 and

H = (a) is a normal subgroup of V; which has order 2.

The group algebra Z,Vy = {0,1,a,b,¢,1 +a,1+b,14+c,a+ba+c,b+c,1+a+
bl+a+c,1+b+c,a+b+ec,14+a+b+c}isa Vi-algebra over Zs.

Also Z5Vy is interior Vy-algebra over Zs.

The subalgebra Zs(a) = {0,1,a,1 + a} is a Vj-algebra over Z, but it is not interior
Vj-algebra over Z,. Because is has not group homomorphism from Vj to U(Zsy(a)) =

{1,a}.
The following examples are about of interior G-algebra.
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Example 1.2.3. The group algebra F'G is an interior G-algebra over F' by the
inclusion map of G in F'G. If N is a normal subgroup of G then the subalgebra F'N
may be not has structure interior G-algebra see Remark 1.2.2.

Example 1.2.4. Consider M as an F'G-module. The endomorphism algebra of M
over F' is an interior G-algebra by the group homomorphism ¢ : G — Autp(M)
where U(Endp(M)) = Autp(M).

The following lemma describes structure of interior G-algebra on subgroup of G.

Lemma 1.2.3. Let G be a finite group. Let H be a subgroup of G. If A is an
interior G-algebra over R then A is an interior H-algebra over R.

Proof. Since A is an interior G-algebra over R thus there is a group homomorphism
¢ : G —> U(A). The restriction of ¢ to ¢ : H — U(A) is also group homomor-
phism. Hence A is an interior H-algebra over R. O]

The following definition of the morphism between the interior G-algebras.

Definition 1.2.6. Let G be a finite group. Let A and B be two interior G-algebras
over R. A homomorphism ¢ : A — B such that ®(g.a) = ¢.®(a) and ®(a.g) =
®(a).g for all g € G and a € A is called a homomorphism of interior G-algebras.

1.3 Conjugation and Sylow theory

In this section, we shall introduce a deep theorem which is due to Burnside. That
theorem is the beginning of the concept of control fusion in finite group theory.

However, we shall start by revise the concept of conjugation in group’s elements
as well as the conjugation of p-subgroups for fixed p prime number. Then we will
mention the embbeding of the automizer of the automorphism group for p-local
subgroup P of G. We followed references [7], [10], [12], [19] and [20].

Let G be a finite group. Then we can consider the action of GG on itself. There
are many ways to do such action. One of them is the action by conjugation.

Definition 1.3.1. For all z,y € GG, we say that = is G-conjugate to y and denoted
x ~¢ y if there exists an element g € G such that z = g lyg = 99.

Lemma 1.3.1. The G-conjugate relation in above is an equivalence relation on G.

Remark 1.3.1.

e The equivalence classes of the G-conjugation relation as above are called con-
jugation classes of G. (orbits)

e These orbits are partition of G. Namely,
G = [z1]Uxa] -+ - [24] -
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e We can consider the conjugation action of X = {H : H < G}. Then we
have G-conjugate classes of subgroups of G where their number is the index
[G: Ne(H)].

In particular for fixed prime p. We can consider the set X of all p-subgroups
of G as the following
X ={P: P<G}.

Then G acts on X by conjugation.

We give the following map.

Definition 1.3.2. Let G be a finite group, we define the conjugation map for all
g € G as the following
fo:G—CG

such that
fo(x) =g 'zg, Vreq,

Lemma 1.3.2. For all g € G we have f, is an automorphism (inner automorphism)
of G with Ker(f,) = Ca(g).

Proof. Suppose that z,y € G then
folzy) = g 'zyg

= (97'29)(9 'y9)

= fg(x)fg@)‘

Hence f, is a group homomorphism. Also,
Kerf, = {ze€G: f)(z) ==z}
= {zreG:glzg=1x}
= {zreG:xg=gz}
= Cal(g).
Hence f, is monomorphism. Moreover, f, is epimorphism. Since that for all y € G
there is z = gyg~! € G such that f,(x) = f,(gyg~") = y. Hence f, is automorphism.
O

We remark that, now have a map from G to Aut(G). define as the following
Y G — Aut(G)

such that
w(g) = fga Vg € G.

In fact, this map is a group homomorphism.

Definition 1.3.3. Let GG be a finite group. Let H be a subgroup of GG. The quotient
group Ng(H)/Cq(H) is called the automizer of H in G.

proposition 1.3.1. Let G be a finite group. Let H be a subgroup of G. Then the

automizer group of H in G is isomorphic to a subgroup of the automorphism group
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In particular, if H is normal in G, then G/Cq(H) < Autg(H).

Now we recorded some note of Sylow theorem, which is related to fusion system.
For finite group G, we can fix a prime number p. Then the order of G, |G| can be
written as |G| = p™.r where ged(p,r) = 1 and m,r € N. It is well known that in
finite group theory there exists a p-subgroup of G of order p™ and such p-subgroup is
called Sylow p-subgroup of G. In particular, G contains a p-subgroup of order p' for
all 1 <t < m. Each p-subgroup of G is contained in a Sylow p-subgroup of G. The
number of Sylow p-subgroup of G is the index [G : Ng(P)] for any particular Sylow
p-subgroup of G. That number n, of Sylow p-subgroups satisfies the congruence
relation.

n, = 1 mod (p).

Now, we study Burnside theorem which explains the relationship between G-conjugate
elements in P and Ng(P)-conjugate elements in P, where in this case P is an abelian
Sylow p-subgroup of G.

Theorem 1.3.1. (Burnside). Let p be a fived prime number. Let G be a finite
group. Let P be a Sylow p-subgroup of G. Assume that P is abelian. Then for all
elements x and y in P, we have that x and y are G-conjugate if and only if  and
y are Ng(P)-conjugate.

Proof. (=) Suppose that z is G-conjugate to y then there exists g € G such that
x = g 'yg. Since P is abelian and x,y € P we have P < Cg(z) and P < Cg(y). Also,
P9 =g 'Pg < Cg(x). Thus P and PY are Sylow p-subgroups of Cg(x). From Sylow’s
theorem we have there exists z € Cg(x) such that P9 = P. Thus gz = n € Ng(P)
and z = z7'wz = 27 1g7lygz = n~lyn. Hence z is Ng(P)-conjugate to .

(<) Suppose that x is Ng(P)-conjugate to y then there exists g € Ng(P) such that
r = g 'yg. Since Ng(P) < G then g € G. Hence x is G-conjugate to y. O

Remark 1.3.2.

e Burnside theorem is the starting point of the concept of fusion and control
fusion.

e We remark that, we can consider non-abelian Sylow p-subgroup P and in this
case Burnside theorem can be stated as following: If P is any Sylow p-subgroup
of G, then two normal subsets “ conjugate classes ” of P are conjugate in G if
and only if they are conjugate in the normalizer Ng(P).

¢

As corollary, we mention that two elements of the center of P, are conjugate in G if
and only if they are conjugate in Ng(P). This is a special case of Theorem 1.3.1.
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Chapter 2

Brauer Indecomposable Modules
and Scott Modules

In this chapter we introduce several concepts in important types of modules, Brauer
indecomposable module and Scott module. We introduce concepts of induced mod-
ule and restriction module. Then we give some examples and properties about them.
In second section, we introduce concepts of the set of invariant elements and rela-
tive trace map in two algebra structure, modules structure and G-algebras structure.
We give some examples and properties about them. In third section, we introduce
concepts of Brauer quotient and Brauer homomorphism in modules structure and
G-algebras structure. We give some properties about them. Also we introduce con-
cept of Brauer indecomposable module. In fourth section, we introduce concept of
relative projective module. We give some important properties about it. In fifth
section, we introduce concept of p-permutation module in modules structure and
G-algebras structure. Then we give some properties about it. In the last section, we
introduce concepts of Scott module and Scott coefficient. Then we give important
properties about them.

Throughout this chapter, G denotes a finite group and p a prime number. Let
(K, O, F) be a p-modular system. Let R be O or F.

2.1 Induced modules

In this section, we consider how to construct module of a group from a module
of its subgroup. We followed references [4], [5], [7], [16], [23] and [24].

The following definition of induced module and restriction module.

Definition 2.1.1. [16] Let G be a finite group. Let H be a subgroup of G. Let W
be an RH-module. The induced module of W from H to G is an RG-module. We
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regarded it from the following form

[G:H]
Ind% (W) =W ®gy RG = @ W Qrg i

i=1

where t; € [G/H]. Tt is clear W C Ind$ (). The dual notion to induction is the of
restriction. Let M be an RG-module. Then the restriction module of M from G to
H is an RH-module which is denoted by Res& (M).

Remark 2.1.1.

Let p be a fixed prime number. Let G be a finite group. Let P be a p-subgroup of
G. Let M be an RG-module. Then Res%(M) is a direct sum of modules isomorphic
to Indg (R) where Indg (R) is indecomposable RP-module and () is a subgroup of
P.

Now we introduce examples are about of induced module.
Example 2.1.1.

Let G be a finite group. The group algebra RG over R obtained by induced of
the trivial RG-submodule R from identity subgroup 1 to G has the form

Ind{ (R) = R ®p1, RG = RG.
Example 2.1.2.

Let F' = Z5 be a field which has characteristic 2. Let G = Dg be a dihedral group
of degree 4. If we fixed the prime number p = 2 and we take H = (b) = {1,b} is a
subgroup of Dg which has order 2. The index of (b) in Dg is [G : H] = 4. The set of
left cosets representatives of (b) in Dg is [Dg/ (b)] = {1,a,a? a*}. Then induced of
trivial ZoDg-module Z, from (b) to Dg as the form

4
Indgf (Zg) = ZQ ®Z2<b> ZzDg = @ ZQ ®Z2<b> t; where t; € [Dg/ <b>] .
i=1

Thus

Indﬁf (Za) = (Zg @zy0) 1) ® (Zg @zy0) @) B (Zig D748 a®) @ (Zsy R () a®).

proposition 2.1.1. Let G be a finite group. Let M be an RG-module isomorphic
the direct sum of the R-submodules {gV'|g € G} where V' be an R-submodule of M.
Let H={g € G|gV = V}. Then M = Ind%(V).

The following definition of permutation module. This module has a relationship
with induced module.
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Definition 2.1.2. [16] Let G be a finite group. Let Q be a set with an action of G.

Then RQ = @, ., Rw is the permutation RG-module on 2.

Remark 2.1.2. If G in above definition acts on {2 transitively then we said RS2 is
a transitive permutation RG-module on €.

The following example describes when the permutation module isomorphic to
the induced module of R.

Example 2.1.3.

Consider G is a finite group and €2 is a set with an action transitively of G' by
permutations. If we take w € Q and H = Stabg(w) where H is a subgroup of G
Then H is the stabilizer of Rw and the permutation module RQ = Ind$(R).

The following lemmas give us some properties about of induced module.

Lemma 2.1.1. Let G be a finite group. Let H and L be two subgroups of G where
L < H. Let W be an RL-module. Then

Ind$ (Ind¥ (W)) = Ind$ (W).
Proof. From Definition 2.1.1 we have
Indf; (Indf' (W)) = Ind5 (W ®pp RH) = (W ®pp RH) ®pi RG.
From the associativity of the tensor product we have
(W ®pr RH) @y RG =W ®pgr (RH ®py RG) = W ®p1 RG.

Then
Ind% (Ind? (W)) = W @z, RG.

Thus from Definition 2.1.1 we have

W ®pr RG = Indf (W).

Hence

Ind% (Ind? (W)) = Ind§ (W).
0

Lemma 2.1.2. Let GG be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Let W be an RH-module. Then

M @5 IndS (W) ~ Ind% (Res% (M) @r W).

Lemma 2.1.3. Let GG be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Let W be an RH-module. Then
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(i) Ind%(Homp(Res% (M), W) ~ Homp(M,Ind%(W)) as RG-isomorphism.

(ii) Ind% (Hompg(W, Res%(M)) ~ Homp(IndG (W), M) as RG-isomorphism.

Lemma 2.1.4. Let p be a prime number. Let G be a finite group. Let H be a
subgroup of G. Let W be an F'H-module. Then for all g € G we have

Ind% (W @ g) = Ind$ (W).

Lemma 2.1.5. Let G be a finite group. Let H be a subgroup of G. Let W be an
RH-module. Let g € G. Then

Ind% (W) = Ind$, (W9).

Lemma 2.1.6. Let G be a finite group. Let H be a subgroup of G. Let W be a
free RH-module. Then Ind% (W) is a free RG-module.

Proof. Since W is a free RH-module thus it has a basis X = {zy,---,z,} C W.
then
Indg(X) =~ X Qprg RG CW ®rg RG.

From Definition 2.1.1 we have
W ®pg RG = Ind$(W).

Hence Ind%(X) C Ind$(W). Also from Definition 2.1.1 we have

Indg(X)%X@@RHRGg@X@RHti where t; € [G/H].

i=1
Thus
Indfl(X) S Qruti @ BTy Qru 1 D BT Qru ty © -+ B Ty Qrp Ly

Since that X is a linear independent and spans W then Ind%(X) is also linear
independent and spans Ind%(W). Hence Ind$(X) is a basis of Ind%(WW). Then
Ind% (W) is a free RG-module. O

2.2 Relative trace map

In this section, we introduce the concepts of the set of invariant elements and relative
trace map in two algebra structures, modules structure and G-algebras structure.

We followed references [3], [4], [5], [8], [14], [16], [23] and [24].

Now we begin by modules structure. We start by definition of the set of invariant
elements of module.
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Definition 2.2.1. [16] Let G be a finite group. Let H be a subgroup of G. Let M
be an RG-module. The H-invariant elements (H-fixed points) of M defined by the
following:

Invg (M) ={m € M : mh=m,Yh € H}.

Remark 2.2.1.

e We write M to denote Invy(M).

e Consider G a finite group, H and L two subgroups of G where H < L and
M is an RG-module. Then M* c M*. In particular M4 C M# then M¢
is smallest submodule of M and the largest is M'¢ where 1 is the trivial
subgroup of G.

The following examples are about of the set of invariant elements of modules.
Example 2.2.1.

Let F' = Zs be a field which has characteristic 2. Let G = S3 be the symmetric
group of three letters which has order 6. The group algebra is F'G = ZyS3. If we
take H = Ajz is the alternating subgroup of S3 which has order 3 then M = Z,A3 =
{0,1,(123), (132),14(123), 1+(132), (123)+(132), 14 (123)+(132) } is Z2S3-module.
The H-invariant elements of M is Inva,(Z2As) = {0,1+ (123) + (132)}.

Example 2.2.2.

Consider G a finite group and M, W are two RG-modules. The set of all R-
module homomorphism Hompg(M, W) is an R-module then

(Homp (M, W))¢ = Hompa (M, W).

The following lemma gives us the relationship between sets of invariant elements
of module and G-conjugate subgroups of G.

Lemma 2.2.1. Let G be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Let g € G. Then
MHg= M7
The set of invariant elements of module has special algebra structures. We show

it in the following lemmas.

Lemma 2.2.2. Let GG be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Then M is an RG-submodule of M.

Proof. Since 0y € M and 0j;h = 0y for all A € H, then 05, € M. Hence from
Definition 2.2.1 we have clearly @ # MY C M. Now suppose that m;,my € MH
thus mih = my; and mgoh = my for all h € H. Since that M is an RG-module we
have
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(m1 — m2>h = (m1 + (—mg))h
= mlh + (—mg)h
= mih+ (—=(mzh))
= My + (—mg)

Hence m; — mo € M. Also suppose that r € RG and m € M thus mh = m
for all h € H. Since that M is an RG-module we have

(rm)h - r(mh)

Hence rm € M. So M* is an RG-submodule of M. O]

Lemma 2.2.3. Let G be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Then M* is an FNg(H)/H-module.

Proof. From Definition 2.2.1 clearly we have H acts trivial on M. Also from
Lemma 2.2.1 for ¢ € G we have M%g = M#"°. If g € Ng(H) then HY = H. Thus
MH%g = M*. Hence we can consider M as an FNg(H)-module. Also we can
consider M# as an FNg(H)/H-module. O

Now we will introduce definition of relative trace map.

Definition 2.2.2. [16] Let G be a finite group. Let H be a subgroup of G. Let M
be an RG-module. A relative trace map from M# to M¢ is defined by the following:

™% M7 — MC

Tr% (m) = Z mt, ¥Yme M.
te[G/H]

The inclusion map Resfl : MY — M* is the restriction map.
Remark 2.2.2.

We write M§ to denote the image of Tr% (M ™).

The following lemma tells us when the relative trace map is surjective.

Lemma 2.2.4. Let G be a finite group. Let H be a subgroup of G. Let @) be a
Sylow p-subgroup of H. Let M be an RG-module. Then M*" = M}

Lemma 2.2.5. Let GG be a finite group. Let H be a subgroup of G. Let M be an
RG-module. The relative trace map Tr% : M¥ — M has the following properties:

(i) Tr$% is well-defined.
(ii) Tr$ is an R-linear map.

(iii) Tri, Res} are identity maps for all H < G.
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iv) (Transitivity) If H < L < G then ¢ = Tr¢ o TrL.
H L H

(v) TeG (M) = TG, (M).

(vi) If H < L then Tr% (M) c Tr¢ (M).

Theorem 2.2.1. Let G be a finite group. Let H and L be two subgroups of G. Let
M be an RG-module. The relative trace map Trfl : MH — MY has the following
statements hold:

(i) (Mackey decomposition) Tr&(m) = D te[H\G/L] Trkyp (mt) form € MH.

(i) T (M) C D telH\G/1] Trfpen, (M).
(iii) (Mackey formula) Res§Tr$ = D e [H\G/ L) Tel, Reskiy fe.

Lemma 2.2.6. Let GG be a finite group. Let H and L be two subgroups of GG. Let
W be an RH-module. Then there is an isomorphism :

4 WH — (Ind§ (W)€

such that
s (w) = Z w®Rppt, Ywe W
te[G/H]|

Now we begin by G-algebra structure.

Definition 2.2.3. [24] Let G be a finite group. Let H be a subgroup of G. Let A
be a G-algebra over R. The H-invariant elements (H-fixed points) of A, namely

Invy(A) ={a€ A:ad"=a, Vh € H}.
Remark 2.2.3.

e We write A” to denote Invy(A).

e Consider G as a finite group, H and L are two subgroups of G where H < L
and A is a G-algebra over R. Then A < AH. In particular A® < A thus
A% is smallest and the largest is A'¢ where 1 is the trivial subgroup of G.

e Let G be a finite group, H be a subgroup of G and A = RG be a G-algebra over
R. Then the G-invariant elements of A is A = Z(RG) = @), RC; where

G = > e, T and C; is a G-conjugacy class of G. The set of all G-conjugacy

class of G denoted by CI(G) then {a}(;ecg(@) is a basis of Z(RG). The H-
invariant elements of A is A¥ = Crg(H) where H acts on G by conjugation.
The H-orbits are H-conjugacy classes of G. The set of all H-conjugacy classe
of G denoted by Cly(G) where {D}pecuy () is a basis of Cra(H).

The following examples are about of set of invariant elements.
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Example 2.2.3.

Let F' = Z5 be a field which has characteristic 2. Let G = V} be the Kelin 4-group
which has order 4. The group algebra A = FG = Z,V, = {0,1,a,b,¢,1+a,14+b,1+
c,a+bat+c,b+c,1+a+bl+a+c,1+b+c,a+b+c,1+a+b+c}isa Vy-algebra
over Zy. The Vj-invariant elements of Z,V, is AY = Z(Z,V,) = Z,Vy. If we take
H = (a) is a subgroup of V; which has order 2. Then the (a)-invariant elements of
ZQW is AH = CZ2V4(<G>) = ZQ‘Q

Example 2.2.4.

Let F' = Zs3 be a field which has characteristic 3. Let G = S5 be the symmetric
group of two letters which has order 2. The group algebra A = FG = Z3S, =
{0,1,2,(1),(12),1 + (1),1 + (12),2 4+ (1),2 + (12)} is a Sy-algebra over Zs. The
So-invariant elements of Z3Sy is AY = Z(Z3S,) = Z3S,. If we take H = (lg,)
is the trivial subgroup of S;. Then the (1g,)-invariant elements of Z3S, is A =
C45,({1s,)) = Z3S5.

Example 2.2.5.

Let G be a finite group, H be a subgroup of G and M be an RG-module.
The endomorphism algebra Endz(M) is a G-algebra over R. Then (Endg(M))¥ =
Endgg(M) and (Endg(M))" = Endgy(M).

The following lemma describes a relationship between the sets of invariant ele-
ments of G-algebra by G-conjugate subgroups of G.

Lemma 2.2.7. Let G be a finite group. Let H be a subgroup of G. Let A be a
G-algebra over R. Let g € G. Then

AR = (Ao,

The following lemmas describe algebra structures of the set of invariant elements
of G-algebra.

Lemma 2.2.8. Let G be a finite group. Let H be a subgroup of G. Let A be a
G-algebra over R. Then A¥ is an R-subalgebra of A and it has the same unity
element of A.

Proof. From definition of A¥ clearly we have A C A. Also since 04 € A and
satisfy 0% = 0,4 for all h € H then 04 € A”. Hence @ # A7 C A. Now suppose
that a;,as € A” then a” = a; and a} = a, for all h € H. Since that A is a G-algebra
over R then we have

(a1 —az)" = (a1 + (—ap))"
= af + (—a)"
= af +(—a})
= ap + (—CLQ)
= a1 — Qas.
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Hence a; — ay € A”. Also since that a;,as € A and A is a G-algebra over R
then we have
(a1a2)" = ajal
= apas.

Hence ajas € A, Also suppose that € R and a € A thus a" = a for all
h € H. Since that A is a G-algebra over R then we have

(ra)" = rah
= ra.

Hence ra € A, Hence A is an R-subalgebra of A. If A has unit element 14
then we have 1 = 1, for all h € H. Thus 14 € A”. Hence A has the same unit
element of A. O

Lemma 2.2.9. Let G be a finite group. Let H be a subgroup of G. Let A be a
G-algebra over R. Then A" is an Ng(H)/H-algebra over R.

Proof. From Definition 2.2.3 clearly we have H acts trivial on A”. Also since for
g € G we have (A")9 = A"’ 1f g € Ng(H) then HY = H. Thus (A7)9 = A", Hence
we can consider A7 as an Ng(H)-algebra over R. Also we can consider A7 as an
N¢(H)/H-algebra over R. O

The following definition of a homomorphism of Ng(H)/H-algebra.

Definition 2.2.4. Let G be a finite group. Let H be a subgroup of G. Let A and
B be two G-algebras over R. Let ¥ : A — B be a homomorphism of G-algebras.
Then W(A7) C B¥ and the restriction ¥# : A#¥ — B is a homomorphism of
N¢(H)/H-algebra.

Definition 2.2.5. [24] Let G be a finite group. Let H be a subgroup of G. Let A
be a G-algebra over R. The relative trace map from A¥ to A% is defined by:

s AT — A¢

e (a) = Z a', Vae A7

te|G/H)|
The inclusion map Res$ : A9 — A" is the restriction map.
Remark 2.2.4.

We write AS to denote the image of Tr% (A7),

The following lemma tells us when the relative trace map is surjective.

Lemma 2.2.10. Let G be a finite group. Let H be a subgroup of G. Let @) be a
Sylow p-subgroup of H. Let A be a G-algebra over R. Then A7 = Ag.
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Lemma 2.2.11. Let G be a finite group. Let H be a subgroup of G. Let A be a
G-algebra over R. The relative trace map and the restriction map have the following
properties:

(i) Tr¥, Res are identity maps for all H < G.

(i) (Transitivity) Tr%TrY = Tr¢ and Res?Res% = Res? for all L < H < G.

iii) (Frobenius relations) Tri (ab) = aTr (b) and Trt (ba) = Tr (b)a for all L <

L L L L

H < G,a € A and all b € A", In particular if I is an ideal of A" then Tr{!(I)
is an ideal of AH.

(iv) For a € A" and b € A" we have Tr$(a)Tr¥ (b) = > te[H\G/1] Tr%. . (a'h).

(v) f L< H,a€ A" and g € G we have (Tr¥ (a))? = Trl) (a9).

(vi) (Mackey decomposition formal) If N,L < H and a € AN then

Res? Tril(a) = Z TrmehReng] wn(a™).
he[L\H/N]

(vii) For all L < H < G and all a € A" we have Tr¥ (a) = [H : L] .a
(viii) For L < H < G and a € A" we have TrRes? (a) = [H : L] .a

Lemma 2.2.12. Let GG be a finite group. Let H be a subgroup of G. Let A be
a G-algebra over R. The relative trace map 7% : A — A% has the following
properties:

(i) The relative trace map is independent of the choice of coset representatives.
(i) Tr%(a) € AC.
(iil) Im(Tr%) < AC,
(iv) The relative trace map is a linear map.
(v) The relative trace map is not an algebra homomorphism in general.

Proof. (i) Suppose that
T = {t1,ts,...,t,} and M ={my,mo,...,m,}

are two sets of cosets representatives of H in G. Then for any ¢; € T thereis m; € M
such that ¢; € Hm;. So t; = hm; where h € H. Thus for a € A7 we have
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Trg(a) = ZtiETati

hm
hmj er a !

= thjeT(ah)mj
= ijEM amj.

Hence Trg is independent of sets of cosets representatives of H in G.

(ii) Suppose that [G: H| = n and T = {1,ts,13,....,t,.} is a set of cosets rep-
resentatives of H in G. For g € G we have Tg = {tg : t € T} is a set of cosets
representatives of H in G. For a € A" we have

(Trfi(a)? = %:teTatt>g

¢
= Tré(a).
Hence Tr%(a) € A,

(iii) Im(Tr%) = {a € A® : b € A such that: Tr%(b) = a} € A®. Since
that 04 € A% and 04 = 04 = >, 0% = Tr$;(04) where T is a set of cosets
representatives of H in G. Hence 04 € Im(Tr%) thus @ # Im(Tr$;) € A%, Now
suppose that ai,ay € Im(Tr%) thus there are by, by € A” such that Tr% (b)) = a4
and Tr% (by) = ay. Then

a —ay = Trf(by) — Tri(be)
= ZteT by — ZteT by
= ZteT(bﬁ — )
= ZteT(bl — by)’
= Tl'g(bl — bg)
Hence a; — a; € Im(Tr$}). Also suppose that z € AY and a € Im(Tr%) thus
there is b € A¥ such that Tr$(b) = a. Then

va = x.Te6(b)
= z.) b
= Y eral

= ZteT(fE‘b)t
= Tr$%(ab).

So z.a € Tm(Tr%). Similar for a.z we have a.z € Im(Tr%). Hence Im(Tr%) < AC,
(iv) Suppose that ai,a; € A7. Thus

Tifi(ar +az2) = Yep(ar +as)
= ZteT(ai + ag)
= D er aj + doser aj
= Tr%(ay) + Tr6(ay).

Also suppose that » € R and a € A, Thus
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() = Sierlra)
= Der Tat
= T er@
= rTr8(a).

Hence relative trace map is a linear map.

(v) If we take a € A¥ and b € A then

Tefi(ab) = > (ab)’

teT

where T is a set of cosets representatives of H in G. From (Frobenius relations) we
have

Trfi(ab) = Xep(ab)’
= Diera'
= (Lgera’)b
Tr% (a)b # Te$ (a) Tr$ ().

Hence relative trace map is not algebra homomorphism in general. O]

2.3 Brauer indecomposable modules

In this section, we introduce the concepts and properties of the Brauer quotient
and Brauer homomorphism in two algebra structures, modules structure and G-
algebras structure. We introduce concept of Brauer indecomposable module. We
followed references [1], [3], [5], [11], [14], [22], [23] and [24].

Now we begin by modules structure.

Definition 2.3.1. [5] Let G be a finite group. Let H be a subgroup of G. Let M
be an RG-module. A Brauer quotient (Brauer construction) of M with respect to
H is defined as the following;:

M(H) = M"/I;y(M) where Iy(M)=Y M/

L<H

Lemma 2.3.1. Let GG be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Then M(H) is an FNg(H)/H-module.

Proof. From Definition 2.2.1 clearly we have H acts trivial on M. Also since that
for g € G we have (MH)g = M’ . 1f g € Ng(H) then H = H9. Thus (MH")g = M.
Hence M# is an FNg(H)/H-module. Also since that
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(In(M)) = (Cpcp ML)
(ZL<H TT‘]{I

(M"))
ZL<H Trfgg(ML)g
(M*"*)

g

= ZL<HTT§§ g
= 2renMps
If g € No(H), then (Ig(M))? = Iyg(M). Hence Ig(M) is an FNg(H)/H-
submodule of M. Then M(H) = M* /I;;(M) is an FNg(H)/H-module. O

Lemma 2.3.2. Let GG be a finite group. Let H be a subgroup of G. Let M be an
RG-module. If M(H) # 0 then H is a p-group.

Definition 2.3.2. [5] Let G be a finite group. Let H be a subgroup of G. Let M
be an RG-module. A Brauer homomorphism Br}/ is the canonical surjective map
which is defined as the following:

BrM . M7 — M(H).

Remark 2.3.1.

A kernel of Brauer homomorphism is
Ker(Bry/) = {m € M" : Bry/ (m) = Opy(m) }-

From the first isomorphism theorem and since that Br}/ is the canonical surjective
map we have Ker(Bry) = Iy (M).

The following lemmas give us some properties of Brauer homomorphism.

Lemma 2.3.3. Let G be a finite group. Let H and L be two subgroups of G. Let M
be an RG-module. If Br (Tr&(m)) # 0 for some m € M* then H is a G-conjugate
to a subgroup of L.

Lemma 2.3.4. Let p be a fixed prime number. Let G be a finite group. Let P be
a p-subgroup of GG. Let M be an RG-module. Then

TriVGG(P)/P o BrY = Br¥ o Tr$.

In particular
Ng(P)/P
Br (M§) = (M(P))ye/F,

la

Lemma 2.3.5. Let p be a fixed prime number. Let G be a finite group. Let P be
a p-subgroup of G. Let My, My and M3 be RG-modules. Let f : M; x My — Mj
be a bi-linear map stable under G-action. Then f induces a bi-linear map fp :
M;(P) x My(P) — M;(P) stable under Ng(P)/P-action such that

fp(Brpt(my), Brp?(my)) = Bry®(f(mi, ms))
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for all m; € My and my € Ms.
The following definition of important module in our research.

Definition 2.3.3. [11] Let G be a finite group. Let H be a subgroup of G. Let M
be an F'G-module. Then we said that M is a Brauer indecomposable F'G-module
if M(H) is indecomposable or zero as an F'HCq(H )-module.

Now we will begin by G-algebra structure.

Definition 2.3.4. [24] Let G be a finite group. Let H be a subgroup of G. Let A
be a G-algebra over R. A Brauer quotient of A with respect to H is defined as the
following;:

A(H) = A" /Tyy(A) where Iy(A)=> Af.

L<H

Lemma 2.3.6. Let G be a finite group. Let H be a subgroup of G. Let A be a
G-algebra over R. Then A(H) is an Ng(H)/H-algebra over F.

Proof. From Definition 2.2.3 clearly we have H acts trivial on A”. Also since that
for g € G we have (A#)9 = A" If g € Ng(H) then H = HY. Thus (A#)9 = AH.
Hence A is an Ng(H)/H-algebra over F. Also since that

(Ia(A) = (Cpen AL)?
= (Cpen Tr (AY))?
= Yren T (AD)?
= Ypen Triy (AY)
= YienAls
= Ins(A).
If g € Ng(H), then (Ig(A))? = Ig(A). Hence Iy(A) is an Ng(H)/H-ideal in
AH_ Then A(H) = A" /Iy (A) is an Ng(H)/H-algebra over F.
[l

Lemma 2.3.7. Let p be a fixed prime number. Let G be a finite group. Let H be
a subgroup of G. Let A be a G-algebra over R. If A(H) # 0 then H is a p-group.

Remark 2.3.2.

Consider G is a finite group, H a subgroup of G and A is a G-algebra over K.
Then A(H) #0if H = 1.

Definition 2.3.5. [24] Let G be a finite group. Let H be a subgroup of G. Let
A be a G-algebra over R. A Brauer homomorphism Br4 is the canonical surjective
map which is defined as the following;:

Bryy : A% — A(H).

Remark 2.3.3.
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A kernel of Brauer homomorphism is
Ker(Bryy) = {a € A" : Briy(a) = 0aim }-

From the first isomorphism theorem and since that Br? is the canonical surjective
map we have Ker(Brg) = I (A).

The following definition of a homomorphism of Brauer quotient for Ng(H)/H-
algebra.

Definition 2.3.6. Let G be a finite group. Let H be a subgroup of G. Let A and
B be two G-algebras over R. A homomorphism of Ng(H)/H-algebra over F is

U(H): A(H) — B(H)

U (Bra(a)) — Br2(U(a)), Vae AY

where U : A — B is a homomorphism of G-algebras. In fact ¥ is an induce of
V(H).

The following lemma gives us the relationship between Brauer homomorphism
and relative trace map.

Lemma 2.3.8. Let GG be a finite group. Let H and L be two subgroups of G where
L < H. Let A be a G-algebra over R . Then for a € A" we have

Bri(Tr}! (a)) = Try ™" (Bri(a)).

la

2.4 Relative projective modules

In this section, we have just generalized the notion of free modules. We shall
now do the same for projective modules. This will allow us to establish the first
connection between F'G-modules and modules for p-subgroups. We will describe the
theory of vertices and sources of indecomposable modules. We followed references
[5], [7], [16], [23] and [24].

The following definition of an H-projective module.

Definition 2.4.1. [16] Let G be a finite group. Let H be a subgroup of G. Let M
be an RG-module. If there is an RH-module N such that:

M | Ind%(N).

This means L @ M = Ind%(N) where L is an RG-module. Then M is said to be an
H-projective RG-module or projective RG-module relative to H.

Remark 2.4.1.
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e If P is a minimum p-subgroup of a finite group G and M is a P-projective
RG-module
M | Ind$(N)

where N is an RP-module. Then we called P is a vertex of M denoted by
vx(M) = P. Also we called N a source of M which is denoted by s(M) = N.

e A source of M in above is satisfies the following three conditions:
(i) M | Indg(N) (ii) N | ResG(M) (i) vx(N) = P.
e If a source of M in above is equal to trivial RP-submodule R. Then we called

N 1is a trivial source of M and we said M has a trivial source module.

e If M is an RG-module with vertex P and source RP-module N, then for any
g € G and from Lemma 2.1.4 we have g~ ' Pg is a vertex of M and N ® g is a
source of M.

The following lemma gives us property of vertex.

Lemma 2.4.1. Let G be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Let N be an RH-module. Then if M is an H-projective RG-module,
then vx(M) <g vx(N).

Proof. Suppose that vx(M) = P, thus M | Ind%(L) where L is an RP-module.
Also, suppose that vx(N) = @, thus N | Indg(T) where 7" is an RQ-module. Then

from properties of induced module and since that M | Ind% (N) we have
M | Indg(N) | Indf (Ind§ (7)) = Indg(T).

Hence M | Indg(T). Thus M is an Q-projective RG-module. Hence vx(M) = P <g
Q = vx(N). O

The following example is about of relative projective module.
Example 2.4.1.

Consider F' = Z4 is a field which has characteristic 2 and G = V, the Kelin
4-group which has order 4. The group algebra M = Z,V, is V -projective module

Z5Vy = Indy* (ZoVy).

The following lemmas give us properties of relative projective module.

Lemma 2.4.2. Let GG be a finite group. Let H be a subgroup of G. Let M be
an RG-module. Then M is an H-projective RG-module if and only if there exists
RH-module W which satisfies the following three conditions:

(1) M | Ind% (W) (i) W | Res$ (M) (iii) vx(M) =¢ vx(W).
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Lemma 2.4.3. Let GG be a finite group. Let H be a subgroup of G. Let M be an RG-
module. Then M is an H-projective RG-module if and only if M | Ind% (Res% (M)).

Proof. ( = ) Suppose that M is an H-projective RG-module, then from Definition
2.4.1 we have
M | Ind$ (W)

where W is an RH-module. If we take W = Res% (M), then M | Ind% (Res% (M)).
( < ) Suppose that M | Ind%(Res$ (M)). If we take W = Res$ (M) is an RH-
module, then M | Ind% (W). Hence M is an H-projective RG-module. O

Lemma 2.4.4. Let G be a finite group. Let H and L be two subgroups of G
where H < L. Let M be an H-projective RG-module. Then M is an L-projective
RG-module.

Proof. Since M is an H-projective RG-module, then from Definition 2.4.1 we have
M | Ind$ (W)

where W is an RH-module. Since H < L, then from properties of induced module
we have

Ind% (W) = Ind¥ (Ind%(W)) = Ind¥ (N)

where N = Ind%(W). Thus M | Ind¥ (N). Hence M is an L-projective RG-module.
[

Lemma 2.4.5. Let G be a finite group. Let H be a subgroup of G. Let M be
an H-projective RG-module. Then for some g € G we have M is HY9-projective
RG-module.

Proof. Since M is an H-projective RG-module, then from Definition 2.4.1 we have
M | IndG (W)

where W is an RH-module. From properties of induced module and for some g € G
we have

Ind% (W) = Ind$, (W9).
Thus M | Ind$, (W9). Hence M is an H9-projective RG-module. O

Lemma 2.4.6. Let G be a finite group. Let H be a subgroup of G. Let M =
W1 @ W5 be an H-projective RG-module where W; and W5 be two RG-submodules
of M. Then Wy and W, are H-projective RG-modules.

Proof. Since M is an H-projective RG-module, then from Definition 2.4.1 we have
M | Ind§ (W)
where W is an RH-module. Also, since M = W, & Ws, then
Wy @ Wy | IndG (W),

Hence W; and W, are H-projective RG-modules. ]
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Lemma 2.4.7. Let GG be a finite group. Let H be a subgroup of G. Let M be an H-
projective RG-module. Let N be an RG-module. Then M ®gr N is an H-projective
RG-module.

Proof. Since M is an H-projective RG-module, then from Definition 2.4.1 we have
M | IndG (W)
where W is an RH-module. Thus
M ®@gr N | IndG (W) ®g N.
From properties of induced module we have
Ind% (W) ®p N = IndS (W @5 Res$(N)).

Then
M @g N | Ind$;(W @5 Res%(N)).
Hence M @i N is an H-projective RG-module. [

Lemma 2.4.8. Let G be a finite group. Let H be a subgroup of G. Let M be
an H-projective RG-module. Let N be an RG-module. Then Hompg(M, N) is an
H-projective RG-module.

Proof. Since M is an H-projective RG-module, then from Definition 2.4.1 we have
M | IndG (W)
where W is an RH-module. Thus
Hompg (M, N) | Homg(Ind% (W), N).
From properties of induced module we have
Hompg(Ind% (W), N) 2 Ind$, (Homg(W, Res% (N)).

Thus
Hompg(M, N) | Ind$, (Homg(W, Res% (N)).
Hence Hompg(M, N) is an H-projective RG-module. O

Lemma 2.4.9. Let G be a finite group. Let H be a subgroup of G. Let M be
an H-projective RG-module. Let N be an RG-module. Then Hompg(N, M) is an
H-projective RG-module.

Proof. Since M is an H-projective RG-module, then from Definition 2.4.1 we have
M | IndG (W)
where W is an RH-module. Thus

Hompg(N, M) | Homg(N, Ind% (W)).
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From properties of induced module we have
Homp(N, Ind% (W)) = Ind% (Hompg(Res$ (N), W).

Thus
Hompz(N, M) | Ind% (Hompg(Res%(N), W).

Hence Hompg (N, M) is an H-projective RG-module. O

Lemma 2.4.10. (Higman’s criterion). Let G be a finite group. Let H be a subgroup
of G. Let M be an RG-module. Then M is an H-projective RG-module if and only
if 15/ lies in the image of Tr% : Endgy (M) — Endgg(M).

Lemma 2.4.11. Let p be a fixed prime number. Let G be a finite group. Let H be a
subgroup of G where [G : H] is invertible. Then every RG-module M is H-projective
RG-module. In particular, M is P-projective RG-module if P € Syl,(G).

Proof. Since |G : H] is invertible of R, then for any RG-module M we have
Ly =[G H 7' TG (1a).
Hence from Lemma 2.4.10 we have M is H-projective RG-module. O]

Lemma 2.4.12. Let p be a fixed prime number. Let G be a finite group. Let H
be a subgroup of G and ) be a Sylow p-subgroup of H. If M is an H-projective
RG-module, then M is a Q-projective RG-module.

Proof. Since M is an H-projective RG-module, thus there is an RH-module N such
that M | IndG(N). If we take N = Indg(W) where W is an R@Q)-module, then

M | Indg (Indg (W)).
From properties of induced module we have
Ind§; (Indg (W)) = Indg(W).

Thus
M | Indg(W).

Hence M is a Q-projective RG-module. O

Lemma 2.4.13. Let G be a finite group. Let H be a subgroup of G. Let M be an
RG-module. Then M is projective RG-module if and only if M is {1}-projective
RG-module.

Proof. ( =) Suppose that M is projective RG-module, then M | RG. Since RG =
IndfG(R), then M | IndfG(R). Hence M is {1}-projective RG-module.

( < ) Suppose that M is {1}-projective RG-module. Thus from Lemma 2.4.3 we
have M | Ind?G(ReslGG (M)). Thus if M is free as an R-module, then M | Ind?G(R) =
RG. Hence M is projective RG-module. n
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Lemma 2.4.14. Let p be a fixed prime number. Let G be a finite group. Let H be
a subgroup of G and let P be a p-subgroup of G. Let M be an H-projective RG-
module. If M(P) = 0 then P is not G-conjugate to a subgroup of H. In particular
if W is any RH-module and (Ind%(W))(P) = 0 then P is not G-conjugate to a
subgroup of H.

2.5 p-permutation modules

The aim of this section is to introduce concept of a p-permutation module and
we give us the main properties about it. We followed references [3], [5] and [24].

Definition 2.5.1. [24] Let p be a fixed prime number. Let G be a finite group.
Let P be a p-subgroup of GG. Then the p-permutation OG-module M is a free
OG-module where the basis of it stabilized by P.

Remark 2.5.1.

e If P is a p-subgroup of GG and stabilizer the basis of OG-module M then P9
is also stabilizer the basis of M where g € G.

The following examples are about of p-permutation modules.
Example 2.5.1.

Let ' = Zs be a field which has characteristic p = 2. Let G = S3 be the
symmetric group of three letters which has order 6. The group algebra A = Z,.55.
If H = Aj the alternating subgroup of S3 which has order 3. The cosets of Az in
S3 are S3/As = {As, (12) o A3}. The stabilized of S3/A3 is ((1)) . The permutation
module given by this cosets is M = @?:1 ZogiH = 7o A3 @ Zo(12) o A3 which is a
1-permutation ZsS3-module.

Example 2.5.2.

Let F' = Z3 be a field which has characteristic p = 3. Let G = Vj be the
Klein 4-group which has order 4. The group algebra A = Z3V,. If H = (a) the
subgroup of V4 which has order 2. The cosets of (a) in V4 are V4/ (a) = {(a),b{a)}.
The stabilized of V,/ (a) is (e). The permutation module given by this cosets is
M = @, Zsg:H = 73 (a) ® Zsb (a) which is a 1-permutation Z3V,-module.

Example 2.5.3.

Consider F' = Z, is a field which has characteristic 2. Let G = Dg be the dihedral
group of degree 4. The group algebra A = ZyDg. If H = (a) is a subgroup of Dy
which has order 4. The cosets of (a) in Dg are Dg/ (a) = {(a),b(a)}. The stabilized
of Dg/ (a) is (a2) . The permutation module given by this cosets M = @._, Zog:H =
Zs (a) ® Zab{(a) is a 2-permutation ZsDg-module.

Now we will introduced lemmas that give us the most important properties of
the p-permutation module.
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Lemma 2.5.1. Let p be a fixed prime number. Let G be a finite group. Let H be
a subgroup of G and P be a p-subgroup of G. If W is a p-permutation O H-module.
Then Ind% (W) is a p-permutation OG-module.

Proof. Since W is a p-permutation O H-module then it has a basis stabilized by
P. Suppose that X is a basis of W and stabilized by P. Then from properties of
induced module we have Ind% (X) is a basis for Ind; (1) and stabilized by P. Hence
Ind% (W) is a p-permutation OG-module. O

Lemma 2.5.2. Let p be a fixed prime number. Let G be a finite group. Let H be
a subgroup of GG and P be a p-subgroup of G. If M is a p-permutation OG-module.
Then Res$ (M) is a p-permutation O H-module.

Proof. Since M is a p-permutation OG -module then it has a basis stabilized by
P. Consider X is a basis of M and stabilized by P. Then Res%(X) is a basis for
Res% (M) and stabilized by P. Hence Res$ (M) is a p-permutation O H-module. [

Lemma 2.5.3. Let p be a fixed prime number. Let G be a finite group. Let P
be a p-subgroup of G. Let M; and M; be two p-permutation OG -modules. Then
My & M, is a p -permutation OG-module.

Proof. Since M, is a p-permutation OG-module then it has a basis stabilized by P.
Consider X7 is a basis of M; and stabilized by P. Also since M is a p-permutation
OG-module then it has a basis stabilized by P. Consider X5 is a basis of M,
stabilized by P. Then X; U Xj is a basis for M; & M, and stabilized by P. Hence
My ® M, is a p-permutation OG -module. O]

Lemma 2.5.4. Let p be a fixed prime number. Let GG be a finite group. Let P be a p-
subgroup of G. Let M be an OG-module such that M = M; & My ® M3 D ...... oM,
where M; be indecomposable OG-submodules of M. Then M is a p-permutation
OG-module if and only if each M; are p-permutation OG-modules.

Proof. (<) Suppose that M; are p-permutation OG-modules. Since M = M; & My®
M3 ...... @ M, then from Lemma 2.5.3 we have M is a p-permutation OG-module.
(=) Suppose that M is a p- permutation OG-module then it has a basis stabilized
by P. Consider X = X; U X, U ---U X, is a basis of M stabilized by P where
X, is a basis of M; stabilized by P, X5 is a basis of M, stabilized by P, --- and
X, is a basis of M, stabilized by P. Hence My, M,, --- and M, are p-permutation
OG-modules. m

Lemma 2.5.5. Let p be a fixed prime number. Let G be a finite group. Let P
be a p-subgroup of G. Let M; and M; be two p-permutation OG-modules. Then
My ® M, is a p-permutation OG-module.

Proof. Since M, is a p-permutation OG-module then it has a basis stabilized by P.
Consider X is a basis of M; stabilized by P. Also since M, is a p-permutation OG-
module then it has a basis stabilized by P. Consider X5 is a basis of M, stabilized
by P. Then we have X; ® X5 is a basis of M; ® M stabilized by P. Hence M; ® M,
is a p -permutation OG-module. n
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An article Broué [5] gives us an equivalent condition to definition of p-permutation
module. We show it in the following theorem.

Theorem 2.5.1. Let p be a fized prime number. Let G be a finite group. Let H be a
subgroup of G and P be a p-subgroup of G. Let M be an indecomposable OG-module.
Then M s a p-permutation OG-module if and only if one of the following hold:

(i) M isomorphic to a summand of Ind$(O).
(ii) M has trivial source.

Proof. ( = ) Suppose that M is a p-permutation OG-module and P-projective
OG-module. Thus M is a summand of Ind5(Res%(M)). But from definition of
Res% (M), there exists a subgroup @ of P such that ResG(M) = Indg(O). Thus
M is a summand of Indg(lndg((’))). From properties of induced module we have
Indg(lndg((’))) = Indg(O). Hence M is a summand of Indg(O). If P is a vertex of
M then Q@ = P. Thus M = Ind%(O). Hence M has a trivial source.

(<) Suppose that M isomorphic to a summand of Ind%(O). Since Ind$(0) is a p-
permutation OG-module and from Lemma 2.5.4 we have every summand of Ind$(0)
is p-permutation OG-module. Since M isomorphic to a summand of Ind%(O) then
M is a p-permutation OG-module. n

Lemma 2.5.6. Let p be a fixed prime number. Let G be a finite group. Let P be a
p-subgroup of G. Let M be a p-permutation OG-module. Then M (P) the Brauer
quotient of M with respect to P is a p-permutation F'Ng(P)/P-module.

Definition 2.5.2. Let p be a fixed prime number. Let G be a finite group. Let P
be a p-subgroup of G. Let M be a p-permutation OG-module. Then M (P) has for
F-basis the set Br¥ (Cx(P)) Where X is a basis of M stabilized by P.

The following lemma describes vertex of p-permutation module.

Lemma 2.5.7. Let p be a fixed prime number. Let G be a finite group. Let M
be an indecomposable p-permutation OG-module. The vertex of M is a maximal
p-subgroup P of G such that M (P) # 0.

The following lemma gives us equivalent condition for vertex of p-permutation
module.

Lemma 2.5.8. Let p be a fixed prime number. Let G be a finite group. Let P be
a p-subgroup of G. Let M be a p-permutation OG-module. Then M has a vertex
P if and only if M (P) is nontrivial and a projective F'Ng(P)/P-module.

The following definition of p-permutation G-algebra.

Definition 2.5.3. Let G be a finite group. Let A be a G-algebra over F. Then
A is a p-permutation G-algebra if the basis of A stabilized by P where P is any
p-subgroup of G.

Example 2.5.4. The group algebra F'G is a p-permutation G-algebra. Since it
basis are elements of G' and stabilized by any subgroup P of GG. Similarly for group
algebra F'N where N is a normal subgroup of G.
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Lemma 2.5.9. Let p be a fixed prime number. Let G be a finite group. Let P be
a p-subgroup of G. Let A be a G-algebra over F. Then A(P) is a p-permutation
N¢(P)/P-algebra over F such that A(P) # 0.

The following definition of a Brauer homomorphism of p-permutation G-algebra.

Definition 2.5.4. Let p be a fixed prime number. Let G be a finite group. Let
P be a p-subgroup of GG. Let A be a p-permutation G-algebra over F. A Brauer
homomorphism define as the following

Brs: AY — A(P).
Remark 2.5.2.

Let p be a fixed prime number. Let G be a finite group. Let P and @) be two
p-subgroups of G where () < P. Let A be a p-permutation G-algebra over F. Then
Ker(Brg) N AP C Ker(Br3).

Definition 2.5.5. Let p be a fixed prime number. Let G be a finite group. Let P
and @ be two p-subgroups of G where @) < P. Let A be a p-permutation G-algebra
over F. A homomorphism define as the following

Brﬁ’Q : Brg(AP) — A(P)

such that
Brp,(Brg(a)) = Bri(a), Vae A"
is a surjective map.
Lemma 2.5.10. Let p be a fixed prime number. Let G be a finite group. Let P

and @ be two p-subgroups of G where ) < P. Let A be a p-permutation G-algebra
over F'. Then

AQ)F = BrS(AP) and Ker(BrgQ) = Ker(Brg(Q)).
2.6 Scott modules

In this section, we introduce concept of the important type of indecomposable
p-permutation F'G-module which called Scott module. We introduce concept of
Scott coefficient. Then we give us important properties about them. We followed
references [5], [11] and [16].

The following definition of important module in our research.

Definition 2.6.1. [11] Let G be a finite group. Let H be a subgroup of G. Let
M be an FG-module. Then M is called a Scott F'G-module with respect to H and
is denoted by Sc(G, H) if M is the unique indecomposable summand of Ind$(F)
which contains F'.
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Remark 2.6.1.

e If P is a p-subgroup of G, then we called Sc(G, P) is a Scott module with
vertex P.

e A Scott FG-module Sc(G, H) is an H-projective F'G-module.

e From Definition 2.6.1. and from Theorem 2.5.1. we have Sc(G, P) is a p-
permutation F'G-module.

e There is another definition of a Scott module in [?] , Let p be a fixed prime
number, Let G be a finite group. Let P be a p-subgroup of G. There ex-
ists an indecomposable p-permutation F'G-module with vertex P denoted by
Sp(G, F), uniquely determined up to isomorphism by one of the following
properties:

(i) F' is isomorphic to a submodule of Sp(G, F).
(ii) F is isomorphic to a quotient of Sp(G, F').

The module Sp(G, F) is called a Scott module of G associated to P.

The following theorem gives us some conditions of Scott module.

Theorem 2.6.1. Let p be a fized prime number. Let G be a finite group. Let P be
a p-subgroup of G. The Scott module M = Sc(G, P) satisfies one of the following :

(i) Hompg(M,O) # 0,
(il) Hompg(O, M) # 0,
and we have Hompg (O, M) ~ Hompg(M, O) ~ O.
The following lemma gives us condition of isomorphic between Scott modules.

Lemma 2.6.1. Let p be a fixed prime number. Let G be a finite group. Let H; be
subgroup of G, with ¢ = 1,2. Let P, for i = 1,2 be Sylow p-subgroup of H;. Then

Sc(G, Hy) ~ Sc(G,Hy) & P =g P».
In particular, Sc¢(G, H;) ~ Sc(G, P).
The following definition of a Scott coefficient.

Definition 2.6.2. Let p be a fixed prime number. Let G be a finite group. Let P
be a p-subgroup of G. Let M be a p-permutation OG-module. A Scott coefficient
of M associated with P is the integer number of factors isomorphic to Sc(G, P) in
a decomposition of M /pM into direct sum of indecomposable modules. We denote
it by sp(M) and regarded it by the following form

sp(M) = dimp(BrY (MS)).
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Remark 2.6.2.

From Lemma 2.3.4 we have

sp(M) = dimp((M(P))27).

la

The following lemmas gives us properties of the Scott coefficient.

Lemma 2.6.2. Let p be a fixed prime number. Let G be a finite group. Let P
be a p-subgroup of G. Let M and L be two p-permutation OG-modules. Then
SP(M D L) = SP(M) + SP(L).

Proof.
SP(M b L)

|
e:
=
5

M @ L)(P)1e'?y

(

(M)(P) ® L(P))1"")

O (L(P)) ")
)

I
e
=
5

G

I
e:
=
5

O

Lemma 2.6.3. Let p be a fixed prime number. Let G be a finite group. Let P be
a p-subgroup of G. Let M be a p-permutation OG-module. Then

sp(M) = sp(Homp (M, O)).

Proof. Since that M is a p-permutation OG-module then it is has a basis stabi-
lized by P. Consider X is an O-basis of M stabilized by P. Then also since
that Homep (M, O) is a p-permutation OG-module then it is has a basis stabi-
lized by P. Consider Y is an O-basis of Homp(M, Q) stabilized by P where
the operations of P on X and Y are isomorphic. From Lemma 2.3.5 we have
M x Homp(M,0O) — O induces to M(P) x Homp(M(P),0) — F. Thus it
induces an F'Ng(P)/P-homomorphism Home (M, O)(P) — Home (M (P),O) and

sends the basis BrgomO(Mp)(Cy(P)) on to the basis of Br¥ (Cx(P)). Hence it is

an isomorphism. Then sp(M) = sp(Homp (M, O)). O

Lemma 2.6.4. Let p be a fixed prime number. Let G be a finite group. Let H be a
subgroup of GG and let P be a p-subgroup of G. If P is not G-conjugate to a Sylow
p-subgroup of H then sp(Ind%(0)) = 0, in which case sp(Ind5(0)) = 1.

Proof. Suppose that P is not G-conjugate to a Sylow p-subgroup of H then from
Lemma 2.4.14 we have (Ind%(0))(P) = 0. Thus

sp(Ind§(0)) = dimp(((Ind%(0))(P))1e™/")
= dimp(0) = 0.

The following lemma describes the Scott coefficient of Scott module.
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Lemma 2.6.5. Let p be a fixed prime number. Let G be a finite group. Let P

be a p-subgroup of G. Then there exists a unique indecomposable p-permutation
OG-module Sc(G, P) such that sp(Sc(G, P)) # 0. We have sp(Sc(G, P)) = 1 and
Sc(G, P) is isomorphic to its dual.
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Chapter 3

Fusion Systems and Saturated
Fusion Systems

In Section 1.3, we introduce Burnside theorem and we know it is starting point
of the concepts of fusion and control fusion. In this chapter, we introduce this
concepts.

In first section, we shall introduce concept of fused of elements in G and fused of
subgroups of GG. Also, We introduce concept of control fused. Then we give us some
examples about them. After that, we introduce concept of fusion system and types
of subgroups in fusion system. We give us relationship between some of these types
of subgroups. We give us some examples of types of subgroups in fusion system.

In second section, we introduce when fusion system become to saturated. We
introduce theorem gives us equivalent condition to definition of saturated fusion
system. We give us relationship between types of subgroups in saturated fusion
system. We give us a relationship between saturated fusion system and Brauer
indecomposable module. We followed references [3], [9], [11], [12], [13], [18], [19], [22]
and [24].

Throughout this chapter, G denotes a finite group and p a prime number dividing
order G. Let (K, O, F) be a p-modular system. Let R be O or F.

3.1 Fusion systems

Definition 3.1.1. Let GG be a finite group. Let H be a subgroup of G. Let ¢g; and
go be two elements in H. If g ~g g2 but g1 =y ¢o, then ¢g; and g, are fused in
H by G. Similarly, for subgroups of H. Let H; and Hy be two subgroups of H. If
H, ~o Hy but Hy ~y H,, then H; and H, are fused in H by G. If g ~g ¢go and
g1 ~u g2, then we called H a control fused in G.

The following examples are about fused of elements and fused of subgroups and
control fused of subgroups.
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Example 3.1.1.

Consider G = S3 = {(1), (12), (13), (23), (123), (132) } is the symmetric group of
three letters which has order 6. In case p = 2 the set of all elements in S3 has order
power of 2 is X = {(12), (13),(23)}. S3 acts on X by conjugation. In this case S3
has not fused elements and has not control fused of subgroups. In case p = 3 the
set of all elements in S3 has order power of 3 is Y = {(123),(132)}. S5 acts on YV’
by conjugation. If we take the alternating subgroup H = A3 = {(1), (123),(132)}
which has order 3. Then we have a fused elements in A3 by S3 are (123) and (132).
Also we have fused subgroups in Az by S3 are ((123)) and ((132)) . But in this case
S3 has not control fused of subgroup.

Example 3.1.2.

Consider G = Sy = {(1), (12), (13), (14), (23), (24), (34), (12)(34), (13)(24), (14)(23)
,(123), (124), (132), (134), (142), (143), (234), (243), (1234), (1243), (1324), (1342), (1423)
, (1432)} is the symmetric group of four letters which has order 24. In case p = 2 the
set of all elements in Sy which has order power of 2is X = {(12), (13), (14), (23), (24), (34),
(12)(34), (13)(24), (14)(23), (1234), (1243), (1324), (1342), (1423), (1432)}. Sy acts on
X by conjugation. If we take the subgroup H; = V; = {(1), (12)(34), (13)(24), (14)(23)}
is the Klein 4-group which has order 4. Then we have fused elements in H; by Sy
are (12)(34), (13)(24) and (14)(23). Also we have fused subgroups in in H; by Sy are
((12)(34)),((13)(24)) and ((14)(23)) . H; is not control fused in this case. If we take
the subgroup Hs = {(1), (12)(34), (1324), (1423)} which has order 4. Then we have
fused elements in in Hy by Sy are (1324) and (1423). Also we have fused subgroups
in Hy by Sy are ((1324)) and ((1423)) . Hy is not control fused in this case. If we take
the subgroup Hs = {(1), (13)(24), (1234), (1432)} which has order 4. Then we have
fused elements in Hj by Sy are (1234) and (1432). Also we have fused subgroups in
Hj by Sy are ((1234)) and ((1432)) . Hs is not control fused in this case. If we take
the subgroup Hy = {(1), (14)(23), (1234), (1342)} which has order 4. Then we have
fused elements in Hy by Sy are (1234) and (1342). Also we have fused subgroups in
Hy by Sy are ((1234)) and ((1342)) . H, is not control fused in this case. If we take
the subgroup Hs = {(1), (12), (12)(34), (34)} which has order 4. Then we have fused
elements in H; by Sy are (12),(12)(34) and (34). Also we have fused subgroups in
Hs by Sy are ((12)),((12)(34)) and ((34)) . Hs is not control fused in this case. If we
take the subgroup Hg = {(1), (13),(13)(24), (24) } which has order 4. Then we have
fused elements in Hg by S, are (13), (13)(24) and (24). Also we have fused subgroups
in Hg by Sy are ((13)),((13)(24)) and ((24)). He is not control fused in this case.
If we take the subgroup H; = {(1),(14),(14)(23),(23)} which has order 4. Then
we have fused elements in H; by Sy are (14), (14)(23) and (23). Also we have fused
subgroups in H7 by Sy are ((14)), ((14)(23)) and ((23)) . Hy is not control fused in
this case. If we take the subgroup Hy = {(1),(12),(13),(23), (123), (132)} which
has order 6. It is a control fused in S4 in this case p = 2. If we take the subgroup
Hy ={(1),(14),(24), (12), (124), (142)} which has order 6. It is a control fused in S,
in this case p = 2. If we take a subgroup Hyo = {(1),(13),(14),(34), (134), (143)}
which has order 6. It is a control fused in S, in this case p = 2. If we take the subgroup
Hiy ={(1),(23),(24),(34),(234), (243) } which has order 6. It is a control fused in S,
in this case p = 2. If we take the subgroup Hy» = {(1), (12), (12)(34), (13)(24), (14)
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(23),(34),(1324), (1423)} which has order 8. Then we have fused elements in Hio
by Sy are (12)(34) fused with {(12), (34), (13)(24), (14)(23)}, (12), (34) fused with
{(13)(24), (14)(23)}. Also we have fused subgroups in in His by Sy are ((12)(34))
{((12

fused with {((12)), ((34)), ((13)(24)) , ((14)(23))}. ((12)) , ((34)) fused with {{(13)(24)) ,
((14)(23))}. Hyz is not control fused in this case. If we take the subgroup

Hys = {(1), (13), (12)(34), (13)(24), (14)(23), (24), (1234), (1432)}

which has order 8. Then we have fused elements in in Hy3 by Sy are (13)(24) fused
with {(13),(24), (12)(34), (14)(23)}, (13), (24) fused with {(12)(34), (14)(23)}. Also

we have fused subgroups in Hy3 by Sy are ((13)(24)) fused with {{(13)), ((24)), ((12)(34))
,((14)(23)) }. ((13)), ((24)) fused with {((12)(34)),((14)(23))}. Hi3 is not control
fused in this case. If we take the subgroup

Hiy = {(1),(23), (12)(34), (13)(24), (14)(23), (14), (1234), (1342)}

which has order 8. Then we have fused elements in Hy4 by Sy are (14)(23) fused with
{(14), (23), (13)(24), (12)(34)}. (14),(23) fused with {(13)(24), (12)(34)}. Also we
have fused subgroups in Hy4 by Sy are ((14)(23)) fused with {((14)), ((23)), ((13)(24))

,((12)(34)) ). ((14)), ((23)) fused with {((13)(24)),((12)(34))}. Hi4 is not control
fused in this case. If we take the subgroup Hys = Ay = {(1), (12)(34), (13)(24), (14)(23)

,(123), (132), (124), (142), (134), (143), (234), (243) } is the alternating subgroup of
degree 4 which has order 12. It is a control fused in S, in this case. In case p = 3 the
set of all elements in .S, which has order power of 3is Y = {(123), (132), (124), (142), (134)
,(143),(234), (243)}. Sy acts on Y by conjugation. If we take the subgroup N; =
{(1), (123), (132)} which has order 3. Then we have fused elements in N; by S, are
(123) and (132). Also we have fused subgroups N; by Sy are ((123)) and ((132)) .
N7 is not control fused in this case. If we take the subgroup Ny = {(1), (124), (142)}
which has order 3. Then we have fused elements Ny by Sy are (124) and (142). Also
we have fused subgroups Ny by Sy are ((124)) and ((142)) . N» is not control fused in
this case. If we take the subgroup N3 = {(1), (134), (143)} which has order 3. Then
we have fused elements N3 by Sy are (143) and (134). Also we have fused subgroups
N3 by Sy are ((143)) and ((134)) . N3 is not control fused in this case. If we take the
subgroup Ny = {(1),(234), (243)} which has order 3. Then we have fused elements
Ny by Sy are (234) and (243). Also we have fused subgroups Ny by Sy are ((234))
and ((243)) . Ny is not control fused in this case. If we take the subgroup

Ns = {(1), (12), (13), (23), (123), (132)}

which has order 6. Nj is control fused in this case. If we take the subgroup
Ng = {(1), (14), (24), (12), (124), (142)}

which has order 6. Ny is control fused in this case. If we take the subgroup

Nz = {(1),(13), (14), (34), (134), (143) }
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which has order 6. N7 is control fused in this case. If we take a subgroup
Ns = {(1),(23),(24), (34), (234), (243)}

which has order 6. Ny is control fused in this case. If we take a subgroup Ng = Hi5 =

Ay ={(1),(12)(34), (13)(24), (14)(23), (123), (132), (124), (142), (134), (143), (234), (243) }
is the alternating subgroup of degree 4 which has order 12. Then we have fused el-
ements Ng by Sy are (123),(142),(134), (243) fused with (132), (124), (143), (234).
Also we have fused subgroups Ny by Sy are ((123)), ((142)),((134)), ((243)) fused
with ((132)), ((124)), ((143)), ((234)) . Ny is not control fused in this case.

The following lemma gives us equivalent conditions for the control fusion sub-
group.

Lemma 3.1.1. Let p be a fixed prime number. Let H be a subgroup of a finite
group G. Then H is a control fusion in G if and only if the following two conditions
are satisfied:

(i) H contains a Sylow p-subgroup of G.

(i) If g € G and if @Q is a p-subgroup of H such that Q¢ < H, then g = ch where
c€Cq(Q) and h € H.

Proof. (=) Suppose that H is a control fusion in G. Thus p-subgroups of H are
conjugate in H. Since that p-subgroup contained in a Sylow p-subgroup P of G,
then some conjugate of every p-subgroup is contained in H if and only if some con-
jugate of P is contained in H. This means H contains a Sylow p-subgroup of G.
Also since that if Q < H where Q) is a p-subgroup of H, then Q9 < H where g € G.
Then there exists ¢ € Q and h € H such that g7 'qg = h. Thus ¢ = ¢ 'gh = ch
where ¢ = ¢~ g € Cq(Q). Hence two conditions are satisfied.

(<) Suppose that two conditions are satisfied. From (i) since that Sylow p-subgroups
are conjugate and H contains it. Also from (ii) H contains a p-subgroup and con-
jugate of it. Hence H is a control fusion in G. [

Definition 3.1.2. Let p be a fixed prime number. Let G be a finite group. Let P be
a p-subgroup of G. A fusion system F = Fp(G) of G over P is the category whose
object Ob(F) is the set of all subgroups of P and whose morphism Morz(Q, 5)
is the set of all group monomorphisms from @ to S induced by conjugation with
elements in G :

Morx(Q, S) = Homz(Q, S) = Homp(Q, S), VQ,S <P
The following definition deals with conjugation on fusion system.

Definition 3.1.3. Let p be a fixed prime number. Let Fp(G) be a fusion system of
G over P where GG a finite group and P a p-subgroup of G. The subgroups () and
S of P are F-conjugate if:

(i) 1@ =15].
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(ii) Morg(@,S) # @.

i.e., if there exists g € G such that Q = ¢g~'Sg. We denoted Q7 for the set of all
subgroup of P which are F-conjugate to Q.

Remark 3.1.1.

e From above definition we have all morphisms between F-conjugate subgroup
of P are isomorphisms induced by conjugation

Morz(Q, S) = Isox(Q, S) = Isop(Q, 5).

e For all Q < P we have ¢ € Morz(Q, Q) = Autx(Q) is an automorphism.

The following definition of control fusion in fusion system Fp(G).

Definition 3.1.4. Let p be a fixed prime number. Let G be a finite group. Let H
be a subgroup of G and P be a p-subgroup of G where P < H. Let Fp(G) be a
fusion system of G over P. Then H is a control fusion in P if Fp(H) = Fp(G).

We introduced the theory of Burnside in the Section 1.3. Now we will introduce
and study it on fusion system.

Theorem 3.1.1. (Burnside). Let p be a fized prime number. Let G be a finite group.
Let P be a Sylow p-subgroup of G. If P is abelian, then Fp(G) = Fp(Ng(P)).

Proof. Suppose that ¢ € Morz, ) (Q,S) where Q,S < P. For some g € G we have
#(q) = g 'qg. Since P is abelian then Q9 < P. Also, if g 'pg € P9 and g~'qg € Q7
then

97'p9g a9 = 9"'pag = 9~ apg = g~ 'a99™ ' pg.
Hence P9 centralizes Q9. Then P and PY are Sylow p-subgroup of Cg(Q9). Thus
there exists © € Cg(QY) such that P = P9 this mean gz € Ng(P). For y € @
satisfy y9* = 27 'g " 'ygr = g~ 'yg = ¢(y). Hence Fp(G) = Fp(Ng(P)). O

The following example shows the importance of the abelian condition for the
Sylow p-subgroup to become control fusion.

Example 3.1.3. Consider G = S, is the symmetric group of four letters which

has order 24. The non abelian Sylow 2-subgroup of S, is P = ((1234), (12)(34)) =
{(1),(1234), (12)(34), (13), (14)(23), (24), (1432), (13)(24)}. It is has order 8 and Ng,(P) =
P. Then we have (13)(24) ~g, (12)(34) but (13)(24) ~p (12)(34). Hence N(P) is

not control fusion in P.

Definition 3.1.5. Let p be a fixed prime number. Let Fp(G) be a fusion system
of G over P where G a finite group and P a p-subgroup of G. A fully normalized
subgroup @ in Fp(G) satisfy |[Np(Q)| > |Np(S)| for all S € Q7.
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Definition 3.1.6. Let p be a fixed prime number. Let Fp(G) be a fusion system of
G over P where G a finite group and P a p-subgroup of G. A subgroup @ in Fp(G)
is called fully centralized if |Cp(Q)| > |Cp(9)] for all S € Q7.

Definition 3.1.7. Let p be a fixed prime number. Let Fp(G) be a fusion system
of G over P where G a finite group and P a p-subgroup of G. A fully automized
subgroup @ in Fp(G) satisty Autp(Q) € Syl,(Aut#(Q)).

Definition 3.1.8. Let p be a fixed prime number. Let Fp(G) be a fusion system
of G over P where G a finite group and P a p-subgroup of G. A receptive subgroup
Q in Fp(G) satisfy for every morphisms ¢ from S to @ where S < @7 such that:
¢(S) is fully normalized in Fp(G), extends to a morphism ¢ from N, to P where
N, ={y € Np(S) : 32 € Np(4(S)) such that ¢(y~'uy) = 27 ¢(u)z, Vu € S}.

Remark 3.1.2.
e For N, in above definition we have Cp(S) < Ny and SCp(S) < Ny < Np(95).

e For ¢y and ¢ in above definition we have ¢|s = ¢.

e If subgroup in Fp(G) is fully normalized and fully centralized, then it is must
be fully automized subgroup.

The following lemmas give us equivalent condition to fully normalized subgroup
and fully centralized subgroup when we take fusion system over a Sylow p-subgroup
of G.

Lemma 3.1.2. Let p be a fixed prime number. Let Fp(G) be a fusion system
of G over P where G a finite group and P a Sylow p-subgroup of G. Let @) be
a subgroup of P. Then @ is fully centralized subgroup in Fp(G) if and only if
Cp(Q) € Syl (Ca(Q)).

Proof. Suppose that S € Syl,(Cs(Q)) such that Cp(Q) < S. From Sylow’s the-
orem we have there exists g € G such that (QS)? < P and we have @ = Q9.
Suppose that z € S9 and g~'zg € Cg(Q) which implies that g lzgyg~'z~1g =
y & x(gyg ™! = gyg! for all y € Q. Hence S < Cq(Q9) NP = Cp(Q9).
Thus [Cp(Q)] < |S| < |Cp(QY)|. Hence @ is fully centralized subgroup if and only
if [S| = |Cp(Q)] means @ is fully centralized subgroup if and only if Cp(Q) €

Syl,(Ca(Q)). u

Lemma 3.1.3. Let p be a fixed prime number. Let Fp(G) be a fusion system
of G over P where G a finite group and P a Sylow p-subgroup of G. Let @ be
a subgroup of P. Then @ is fully normalized subgroup in Fp(G) if and only if
Np(Q) € Sylp(Na(Q)).

Proof. Suppose that S € Syl,(Ng(Q)) such that Np(Q) < S. From Sylow’s the-
orem we have there exists ¢ € G such that (QS)? < P and we have Q = Q9.
Suppose that x € S9 and g 'rg € Ng(Q) which implies that ¢ lzgyglozlg =
y < x(gyg Ha™! = gyg~! for all y € Q. Hence S < Ng(QY9) N P = Np(QY).
Thus |[Np(Q)| < |S] < |[Np(Q?)]. Hence @ is fully normalized subgroup if and only
if |S| = |Np(Q)| means @ is fully normalized subgroup if and only if Np(Q) €
Syly(Ne(Q)). 0
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The following examples are about of fully normalized subgroups and fully cen-
tralized subgroups.

Example 3.1.4.

Consider G = S3 = {(1), (12), (13), (23), (123), (132) } is the symmetric group of
three letters which has order 6. In case p = 2 we take P = ((12)) is the Sylow
2-subgroup of S3 which has order 2. The fusion system of S3 over ((12)) has one
subgroup of P is Q = <1<(12)>>. The centralizer of Q) = <1<(12)>> in G is Cg(Q) =
G = S;. The centralizer of Q@ = (1(u2)) in P is Cp(Q) = P = ((12)). Since
((12)) € Sylx(Ss), then from Lemma 3.1.2 we have @ = (1(12))) is fully centralized
subgroup in F(12))(S3). The normalizer of Q = <1<(12)>> in G is Ng(Q) = G = Ss.
The normalizer of @ = (1(a2)) in P is Np(Q) = P = ((12)). Since ((12)) €
Syly(Ss), then from Lemma 3.1.3 we have Q = (1((12))) is fully normalized subgroup
in f<(12)>(53). In case p = 3 we take P = Ajz is the alternating Sylow 3-subgroup
of S3 which has order 3. The fusion system of S3 over A3 has one subgroup is
S = (1y,). S is fully centralized and fully normalized subgroup in Fg,(S3) because
the centralizer of S = (14,) in G is Cg(S) = G = S5. The centralizer of S = (14,)
in Pis Cp(S) = P = As. Since Ay € Syl3(S;), then from Lemma 3.1.2 we have
S = (1,,) is fully centralized subgroup in F4,(S53). The normalizer of S = (14,)
in G is Ng(S) = G = S3. The normalizer of S = (1,4,) in P is Np(S) = P = As.
Since A € Syl3(S3), then from Lemma 3.1.3 we have S = (1,4,) is fully normalized
subgroup in Fa,(S3).

Example 3.1.5. Consider G = Ay = {(1), (12)(34), (13)(24), (14)(23), (123), (132)

,(124), (142), (134), (143), (234), (243)} is the alternating group of degree 4 which
has order 12. In case p = 2 we take P = V, is the Klein 4-group and Sylow
2-subgroup of A, which has order 4. The fusion system of A over V; has four
subgroups in Ob(Fy,(A4)) are Q1 = (1y,), Q2 = ((12)(34)), Q3 = ((13)(24)) and
Qs = ((14)(23)). This subgroups are fully normalized and fully centralized and
fully subgroups in Fy,(A4) because the centralizer of the subgroup @; = (1y,) in
G is Cg(Q1) = G = A4. The centralizer of @ in P is Cp(Qy) = P = V. Since
Vi € Syla(Ay), then from Lemma 3.1.2 we have @, = (ly,) is fully centralized
subgroup in Fy,(A4). The normalizer of ; = (1y,) in G is Ng(Q1) = G = Ay.
The normalizer of )y in P is Np(Q1) = P = V4. Since V; € Syly(Ay), then
from Lemma 3.1.3 we have @1 = (1ly,) is fully normalized subgroup in Fy,(A,).
The centralizer of the subgroup Qs = ((12)(34)) in G is Cg(Q2) = P = Vy. The
centralizer of Qs in P is Cp(Q2) = P = V4. Since V; € Syly(Vy), then from
Lemma 3.1.2 we have Q3 = ((1 )(34)> is fully centralized subgroup in Fy,(A4).

The normalizer of Q2 = ((12)(34)) in G is Ng(Q2) = P = Vj. The normalizer
of Qy in P is Np(Qy) = P = Vy. Since Vy € Syly(Vy), then from Lemma 3.1.3
we have (Q; = ((12)(34)) is fully normalized subgroup in Fy,(A4). The centralizer
of the subgroup Q3 = ((13)(24)) in G is Cx(Q3) = P = V. The centralizer of
Qs in P is Cp(Q3) = P = V,. Since V) € Syly(V}), then from Lemma 3.1.2 we
have Q3 = ((13)(24)) is the fully centralized subgroup in Fy,(A4). The normalizer
of Q3 = ((13)(24)) in G is Ng(Q3) = P = V. The normalizer of Q)3 in P is
Np(Q3) = P = V,. Since Vy € Syly(Vy), then from Lemma 3.1.3 we have Q3 =
((13)(24)) is fully normalized subgroup in Fy,(A4). The centralizer of the subgroup
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Qs = ((14)(23)) in G is Cu(Q4) = P = V4. The centralizer of Q4 in P is Cp(Q4) =
P = V,. Since V; € Syly(Vy), then from Lemma 3.1.2 we have Q4 = ((14)(23))
is fully centralized subgroup in Fy,(A4). The normalizer of Q4 = ((14)(23)) in G
is Ng(Q4) = P = Vj. The normalizer of Q4 in P is Np(Q4) = P = V,. Since
Vy € Syls(Vy), then from Lemma 3.1.3 we have Q4 = ((14)(23)) is fully normalized
subgroup in Fy,(A4). In case p = 3 we take P = ((123)) is a Sylow 3-subgroup of
Ay which has order 3. The fusion system of A4 over P = ((123)) has one subgroup
in Ob(F(123)y(Aq)) is S = <1<(123)>>. The centralizer of the subgroup S = <1<(123)>>
in G is Cg(S) = G = Ay. The centralizer of S in P is Cp(S) = P = ((123)). Since
((123)) € Syl3(As), then from Lemma 3.1.2 we have S = (1(123)) ) is fully centralized
subgroup in F(123))(A4). The normalizer of S = <1<(123)>> in Gis Ng(5) =G = A,.
The normalizer of S in P is Np(S) = P = ((123)). Since ((123)) € Syl3(A4), then
from Lemma 3.1.3 we have S = <1<(123)>> is fully normalized subgroup in Fi(123)(A4).

The following lemma gives us relationship between receptive subgroup and fully
centralized subgroup in Fp(G) when P is a p-subgroup of G.

Lemma 3.1.4. Let p be a fixed prime number. Let Fp(G) be a fusion system of G
over P where GG a finite group and P a p-subgroup of G. Then all ) < P which is
receptive subgroup in Fp(G) is fully centralized subgroup in Fp(G).

Proof. Suppose that Q < P receptive subgroup in Fp(G) and S € Q7. Also,
suppose that ¢ € Isor(S,Q). Since @ is receptive subgroup in Fp(G). Then ¢
extension to 1 from N, to P. Since that Cp(S) < N, and since that ¢ is the
homomorphism, then (Cp(S)) < Cp(¥(S)) = Cp(Q). Thus |Cp(S5)| < |Cp(Q)].
Since this holds for all S € Q7. Hence @ is a fully centralized subgroup in Fp(G).

L]

The following lemma gives us a relationship between receptive subgroup, fully
automized subgroup and fully normalized subgroup in Fp(G) when P is a p-subgroup
of G.

Lemma 3.1.5. Let p be a fixed prime number. Let Fp(G) be a fusion system of G
over P where GG a finite group and P a p-subgroup of GG. Then all ) < P which is
fully automized and receptive subgroups in Fp(G) is fully normalized subgroup in

Fr(G).

Proof. Suppose that @ is a fully automized and receptive subgroup in Fp(G) and
S € Q7. Since that Q is receptive subgroup in Fp(G), then from Lemma 3.1.4 it
is fully centralized subgroup |Cp(S)| < |Cp(Q)|. Since @ is a fully automized sub-
group, then Autp(Q) € Syl,(Aut£(Q)). So Autp(S) < Autp(Q). Thus [Autp(S)| <
|AU_tp(Q)|. Since that AUtP(Q) = NP(Q)/OP(Q) and Autp(S) = NP(S)/OP(S),
thus

|Autp(S)| = [Np(S)/Cp(S)| < [Autp(Q)| = [Np(Q)/Cr(Q)].

Then
INp(S)| = [Autp(S)].|Cp(S)| < |Autp(Q)].|Cr(Q)| = [Np(Q)].

Since this holds for all S € Q7. Hence Q is a fully normalized subgroup in Fp(G). O
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The following lemma gives us a relationship between fully normalized subgroup
and receptive subgroup in Fp(G) when P is a Sylow p-subgroup of G.

Lemma 3.1.6. Let p be a fixed prime number. Let Fp(G) be a fusion system of
G over P where GG a finite group and P a Sylow p-subgroup of G. If ) < P and
satisfy Np(Q) € Syl,(N(Q)) then @ is receptive subgroup in Fp(G).

Proof. Suppose that ) < P and satisfy Np(Q) € Syl,(Ne(Q)) then from Lemma
3.1.3 we have @ is a fully normalized subgroup in Fp(G). Also, suppose that ¢ €
Isoz(S, Q) where S € Q7 and N, = {y € Np(S) : 3z € Np(¢(S)) such that ¢(y 'uy)
= z7'¢(u)z,Vu € S}. Thus for conjugation map we have f,~10¢ o f,0¢ centralizes
S and f,opo f,-10¢7! centralizes ¢(S) = Q. Then ¢o f, = ¢o¢ where ¢ is induced
by conjugation with some element g € C(Q)). Hence ¢(N,) < Np(Q)Cq(Q). Since
Np(Q) € Syl,(Ng(Q)) and Ny is a p-group then we have morphism ¢ € Morr, ¢
induced by ¢ € Cg(Q) such ¥(¢p(Ng)) < Np(Q). Hence we can extension ¢ to 6
where 6 = 1) o ¢ such that 6§ : N, — Np(Q). Then @ is receptive subgroup in
Fp(G). O

3.2 Saturated fusion systems

Definition 3.2.1. Let p be a fixed prime number. Let Fp(G) be a fusion system of
G over P where G a finite group and P a p-subgroup of G. A subgroup @ in Fp(G)
called saturated if it is fully automized and receptive subgroup in Fp(G).

Example 3.2.1.

Consider G = S3 = {(1), (12), (13), (23), (123), (132) } is the symmetric group of
three letters which has order 6. In case p = 3 if we take P = Aj is the alternating
Sylow 3-subgroup of S3 which has order 3. From Example 3.2.3. we have (14,) is a
fully centralized, fully normalized and fully automized subgroup in F,,(Ss). Since
As € Syl3(Ss), (la,) < Az and (14,) is a fully normalized, then from Lemma 3.1.6
we have (14,) is the receptive subgroup in Fa,(S3). Hence (1,4,) is the saturated
subgroup in Fa,(S3).

Definition 3.2.2. Let p be a fixed prime number. Let Fp(G) be a fusion system
of G over P where GG a finite group and P a p-subgroup of G. Then Fp(G) is a
saturated fusion system if each subgroup in Fp(G) is F-conjugate to a saturated
subgroup in Fp(G).

The following theorem describes the fusion system over a Sylow p-subgroup.

Theorem 3.2.1. (Puig). Let p be a fized prime number. Let Fp(G) be a fusion
system of G over P where G a finite group and P a Sylow p-subgroup of G. Then
Fp(G) is a saturated fusion system.
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Proof. Since P is a Sylow p-subgroup of G, then from properties of subgroup of
Sylow p-subgroup we have each subgroup @) of P is G-conjugate to a subgroup
S < P such that Np(S) € Syl,(Ng(S)) and Autp(S) € Syl,(Autg(S)). Hence
each subgroup S of P is fully automized subgroup in Fp(G). Since each subgroup
S of P is satisfy Np(S) € Syl,(Ng(S)) thus from Lemma 3.1.6 each subgroup is
receptive subgroup in Fp(G). Hence each subgroup S of P is saturated subgroup.
Then Fp(G) is a saturated fusion system. O

Example 3.2.2. The fusion system of the symmetric group S; over As is a saturated
fusion system.

Example 3.2.3. The fusion system of the alternating group A4 over Vj is a saturated
fusion system.

The following lemmas give us the relationship between subgroups of the saturated
fusion system.

Lemma 3.2.1. Let p be a fixed prime number. Let Fp(G) be a saturated fusion
system of G over P where GG a finite group and P a p-subgroup of G. Then ) < P is
receptive subgroup in Fp(G) if and only if it is fully centralized subgroup in Fp(G).

Lemma 3.2.2. Let p be a fixed prime number. Let Fp(G) be a saturated fusion
system of G over P where G a finite group and P a p-subgroup of G. Then Q) < P is
fully automized and receptive subgroup in Fp(G) if and only if it is fully normalized
subgroup in Fp(G).

Proof. ( = ) Suppose that @ < P is fully automized and receptive subgroup in
Fp(G) then @ is fully normalized in Fp(G) from Lemma 3.1.5.

( < ) Suppose that Q < P is fully normalized in Fp(G). Since Fp(G) is a saturated
fusion system then there exists S < P is fully automized and receptive subgroup in
Fp(G). Then from Lemma 3.1.5 we have S is fully normalized in Fp(G). Since Q
is also fully normalized in Fp(G) then |[Np(Q)| = |Np(S)|. .Thus

INp(Q)| = [Autp(Q)]|Cr(Q)| = |Autp(S)]|Cr(S)| = |Np(S)]

Since S is fully automized and receptive subgroup then |[Autp(S)| > |Autp(Q)]
and |Cp(S)| > |Cp(Q)|. Thus we must have |Autp(S)| = |[Autp(Q)| and |Cp(S)| =
|Cp(Q)|. Hence @ is fully automized and fully centralized. Since @ is fully centralized
then from Lemma 3.2.1 we have () is receptive. n

We get the following result from the previous lemmas.

Corollary 3.2.1. Let p be a fized prime number. Let Fp(G) be a fusion system
of G over P where G a finite group and P a p-subgroup of G. Then Fp(G) is a
saturated fusion system if and only if the following two conditions hold:

(i) Every fully normalized subgroup in Fp(G) is fully automized subgroup in Fp(G)
and fully centralized subgroup in Fp(G) and

(ii) Every fully centralized subgroup in Fp(G) is receptive subgroup in Fp(G).

23



The following definition gives us equivalent conditions to definition of saturated
fusion system.

Definition 3.2.3. Let p be a fixed prime number. Let G a finite group. Let P be a
p-subgroup of G. The fusion system Fp(G) of G over P is saturated fusion system
if the following two conditions are satisfied:

(i) P is fully normalized subgroup in Fp(G).

(ii) For every subgroup @ of P, if @ is fully normalized subgroup in Fp(G), then
(@ is receptive subgroup in Fp(G).

The following theorem gives us equivalent conditions to definition of saturated
fusion system.

Theorem 3.2.2. Let p be a fixed prime number. Let Fp(G) be a fusion system of G
over P where G a finite group and P a p-subgroup of G. Then Fp(G) is saturated
fusion system if and only if

(i) P is fully automized in Fp(G) and

(ii) Every subgroup in Fp(G) is F-conjugate to a fully normalized subgroup is
receptive.

We introduce Brauer indecomposable module in Section 2.3. Now we will in-
troduce in this section the important relationship between Brauer indecomposable
module and saturated fusion system.

Theorem 3.2.3. Let p be a fized prime number. Let G be a finite group. Let P
be a p-subgroup of G. Let M be an indecomposable p-permutation FG-module with
verter P. If M is Brauer indecomposable FG-module then Fp(G) is a saturated
fusion system of G' over P.

The converse of the above theorem hold in special cases of G, M and P. We will
study it in the following theorems.

Theorem 3.2.4. Let p be a fixed prime number. Let G be a finite group. Let P be an
abelian p-subgroup of G. Let Sc(G, P) be a Scott FG-module with vertex P. If Fp(G)
is saturated fusion system of G over P then Sc(G, P) is Brauer indecomposable F'G-
module.

Theorem 3.2.5. Let p be a fized prime number. Let G be a finite group. Let P be
a p-subgroup of G. Let Sc(G, P) be a Scott FG-module with vertex P. Let Fp(G) be
a saturated fusion system of G over P. Then the following conditions are equivalent:

(i) Sc(G, P) is Brauer indecomposable FG-module.

(ii) For all fully normalized subgroup Q of P we have

Resggé?é)SC(NG(Q), Np(Q))

is indecomposable FQCq(Q)-module.
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Remark 3.2.1.

e If the conditions in above theorem are satisfies then

S¢(G, P)(Q) = Sc(Ne(Q), Np(Q))
for all fully normalized subgroup @ of P.

o Resgg(c?zg)Sc(NG(Q),Np(Q)) in above theorem is indecomposable if the fol-

lowing conditions are satisfying:
(i) Np(Q) € Syl,(H) where H < Ng(Q).

(ii) [Ne(Q) : H] = p* where a > 0.

Theorem 3.2.6. Let p be a fixed prime number. Let G be a finite p-group. Let P
be a p-subgroup of G. Let Sc(G, P) be a Scott FG-module with vertex P. If Fp(G)
is saturated fusion system of G over P then Sc(G, P) is Brauer indecomposable

FG-module.
The following corollary, we obtain from above theorem.

Corollary 3.2.2. Let p be a fixed prime number. Let G be a finite group has cyclic
Sylow p-subgroup. Let P be a p-subgroup of G. Then the Scott FG-module Sc(G, P)
with vertex P is Brauer indecomposable F'G-module.
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Chapter 4

Tensor Product of Related Objects

In this chapter, we will study the exterior tensor product of three algebra struc-
tures, Brauer indecomposable module where it is F'G-module has Brauer quotient is
indecomposable or zero, Scott module where it is a unique indecomposable summand
of induced F' which contains F' and fusion system where it is a category has object
is the set of all p-subgroups and morphisms is the set of all group homomorphism
induced by conjugation.

4.1 Tensor product of Brauer indecomposable mod-
ules

Throughout this section, G denotes a finite group, p a prime number and F
an algebraically closed field of characteristic p. We followed the references [1], [4]
and [10].

We introduce in Section 1.1 equivalent condition to definition of local F-algebra.
Now we introduce in the following theorem the tensor product of two local F-algebras
is local F-algebra.

Theorem 4.1.1. Let A; for i = 1,2 be local F-algebra then A1 @ Ay is also local
F'-algebra.

Proof. Since A; and A, are local F-algebras then from Lemma 1.1.1 we have

If we take a map

Ay Ay
AL Qp Ay — &

such that
V(a1 ®F az) = (a1 + J(A1)) @ (az + J(Az2))

26



for all a; € Ay and ay € A,. v is F-epimorphism and it has a kernel
ker¢ = (J(Al) ®F AQ) —|— (Al ®F J(AQ))
Thus from the first isomorphism theorem we have

(A1®rA2) ~ A A
(J(A1)®FA;)+F(A?®FJ(A2)) (5045) ®F (5555

Since

(J(A1) ®@p Ag) + (A1 @p J(A)) = J(A @p Ay).

Then
(A1®rA2) ~ A A
Ty — (gaan) @F (50d)
2 Fpl
~ I
Hence A; ®f A, is local F-algebra. O

Now we will show in the following theorem that the endomorphism over an
algebraically closed field of tensor product of two modules is the tensor product of
their endomorphisms.

Theorem 4.1.2. Let A; for i = 1,2 be F-algebra. Let M; be indecomposable A;-
module, with i = 1,2. Then

EndA1®FA2(M1 ®F Mg) = EIldAl(Ml) ®F EndA2(M2).
Proof. Define a map
p EndAl(Ml) Rp EndAQ(Mg) — EndA1®FA2(M1 Rp MQ)

p(® ®F Y)(my,my) = ®(m1) @ P(ms)

for all m; € My, my € My, ® € Enda, (M) and all ¢ € End 4, (Ms). p is isomorphism
to show it, suppose that @1, Py € Endy, (M), ¥1,9e € Enda, (M), my € M; and
mo € My thus

P((P1 ®@F 1) (P2 @F 12))(my,ma) = p(P1P2 @p P13)2)(my, my)
= (©1P2)(m1) @F (Y1¢2)(ma2)
= O1(my1)P2(m1) @F ¥1(ma)h2(ms)
= (D1(m1) ®p P1(m2))(P2(m1) ®p a(m2))
= p(P1 @F 1) (m1, m2)p(P2 @F o) (M1, my).

Hence p is a homomorphism. Now we will show p is one to one. Since
ker(p) = {®®p ¢ € EndA; (M) @p Enda, (Mz) : p((P @p 1) (m1, me)) = 0}

{® ®@r 1 € Endy, (M) @p Enda, (Ms) : ®(my) @p 1p(ms) = 0}
= {Pry=0}={0}.
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Hence p is one to one. Also p is onto we will show it, suppose that
© € Enda,g,a,(My @ M) where ©O(my @ ma) = nq Qp ny for all my,ny € M,
and mg,ny € My. So we define & € Endy, (M;) where ®(my) = n;. Also we define
Y € End g, (M) where 1)(mg) = ng. Thus p(® @p 1)(my, ma) = ®(m1) @p (me) =
n1 @p ny. Then p is onto. Hence p is isomorphism. Then Endg, g, 4, (M @p M) =
EHdAl(Ml) KRF EndAQ(MQ). ]

Now we will show that the tensor product of two indecomposable modules is
indecomposable module.

Corollary 4.1.1. Let A; be F-algebra, with i = 1,2. Let M; for i = 1,2 be A;-
module. If My and My are indecomposable modules then My ®p M, is indecomposable
A @p Ay-module.

Proof. Suppose that M; and M, are indecomposable modules then from Corollary
1.1.1 we have End4, (M;) and Endy4,(M,) are local F-algebras. But from Theorem
4.1.2 we have

EndAl(Ml) ®F EndAQ(MQ) = EndA1®FA2(M1 ®F MQ)

Then from Theorem 4.1.1 we have Enda,g,.4,(M; ®p Ms) is local F-algebra. So
from Corollary 1.1.1 we have M; ®p M, is indecomposable A; ® p As-module. [

The Brauer map for the exterior tensor product of two F(G-modules can be
expressed as a tensor product of their Brauer map.

Theorem 4.1.3. Let p be a fized prime number. Let G and Gy be finite groups.
Let P; be p-subgroup of G;, with 1 = 1,2. Let M; be FG;-module for i =1,2. Then

Mi®@p Mz ~ My Mo
Brpwp, = = Brp' ®@p Brp?.

Corollary 4.1.2. Let p be a fized prime number. Let G1 and Go be two finite groups.
Let P; be p-subgroup of G;, with 1 = 1,2. Let M; be FG;-module for i =1,2. Then

(Ml ®F MQ)(Pl X P2) = Ml(Pl) ®F MQ(PQ)
Now we will show the main theory in our research.

Theorem 4.1.4. Let p be a fized prime number. Let F' be an algebraically closed
field of characteristic p. Let G1 and Gy be two finite groups. Let M; be Brauer inde-
composable F'G;-module, with i = 1,2. Then M, ®r Ms is a Brauer indecomposable
FG @ FGy-module.

Proof. Case 1, If either My = 0 or My = 0 then clearly M; ®pr Ms; = 0. Thus
(M ®p Ms)(Py x Py) = 0 where Py and P, are p-subgroups of G; and G respectively.
Hence M; ®p M, is a Brauer indecomposable F'G; ® p F'Go-module.

Case 2, If My # 0 and My # 0 then from Corollary 4.1.1 we have M; ®p My
is indecomposable FG; ®p FGo-module. From Corollary 4.1.2 we have (M; ®p
My)(Py x Py) = My (P)) @p My(P). Since M; and M, are Brauer indecomposable
modules then M;(P;) and My (P,) are zero or indecomposables. If either M;(P;) =0
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or MQ(PQ) = 0 then (Ml KR MQ)(Pl X Pg) = M1<P1) XRF MQ(PQ) = (0. Hence
M; ®p M, is a Brauer indecomposable F'G; ®p FGy-module. If M;(P;) # 0 and
Ms(Py) # 0 then M, (Fy) is an indecomposable F'P;C¢(P;)-module and M, (Ps) is an
indecomposable F'P,Cg(P,)-module. Thus from Corollary 4.1.1 we have M;(P;) @
M (P,) is indecomposable F'( Py X Py)Cq( Py X Py)-module. Then (M;®pMs) (P % Py)
is indecomposable F'(P; x P,)Cq(P; x Py)-module. Hence M; ®p M, is a Brauer
indecomposable FG; @ F'Go-module. O

4.2 Tensor product of Scott modules

Throughout this section, G' denotes a finite group, p a prime number and F' an
algebraically closed field of characteristic p.

Lemma 4.2.1. Let G; and G5 be two finite groups. Then
FG1 ®FFG2 gF(Gl X GQ)
as F-algebras.

In the following lemma we will show important property for exterior tensor prod-
uct of induced modules.

Theorem 4.2.1. Let p be a fized prime number. Let F be an algebraically closed
field of characteristic p. Let G and Gy be two finite groups. Let H; be subgroup of
G;, with 1 = 1,2. Let W; for i = 1,2 be F H;-module. Then

Ind§}! (W) ®p Ind2 (W) = Ind§E 52 (Wh @F Wa).
Proof. From Definition 2.1.1 and Lemma 4.2.1 we have

Ind%! (W1) ®@p Ind§Z (Ws) (W1 @pw, FGy) @p (Wa ®pp, FGy)
(W1 @p W) @p iy iy (FG1 ®@F FG))
(W1 @p Wa) @pm, xis) F(G1 x Ga)

I

nd§ 552 (W @p Wa).

(11121111

Now we will show the second main theory in our research.

Theorem 4.2.2. Let p be a fized prime number. Let F' be an algebraically closed
field of characteristic p. Let Gy and Go be two finite groups. Let H; be subgroup of
G, with i = 1,2. Let Sc(Gy, H;) for i = 1,2 be Scott FG;-module. Then

SC(Gl, Hl) ®F SC(GQ, Hg)

is a Scott FG1 ®p FGa- module.
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Proof. Since Sc(G1, Hy) is a Scott F'Gy-module then from definition of Scott module
we have Sc(G1, Hy) is the unique indecomposable summand of Indfli(F ) and F C
Sc(Gy, Hy). Since Sc(Ga, Hy) is a Scott F'Gy-module then from definition of Scott
module we have Sc(Ga, Hs) is the unique indecomposable summand of Indfé (F) and
F C Sc(Gg, Hy). Then

Sc(Gr, H1) ®r Sc(Ga, Hy) & IndF! (F) ®p Ind$ (F).
From Theorem 4.2.1 we have
Ind§! (F) ®p Ind5? (F) = Ind§ 5% (F @p F) = Ind5 52 (F).

Hence
Sc(Gy, Hy) ®r Se(Ga, Hy) = Tnd§j X2 (F).

Also from Corollary 4.1.1 we have Sc(G1, H1) ®F Sc(Ge, Hs) is indecomposable
FG1®p FGy- module. Now we want to prove Sc(G1, Hy) ®pSc(Ga, Hs) is the unique

indecomposable summand of Indgllifé (F'). Suppose that N is an another indecom-

posable summand F'G @ F'Go-module of Ind%i% (F). Then N is an indecompos-
able summand of Ind%(F ) ®F Ind%(F ). So N is an indecomposable summand of
Indfli(F ) or N is an indecomposable summand of Ind%(F ) or N is an indecompos-
able summand of Indgl1 (F') and Ind% (F). But Sc(G1, Hy) is the unique indecompos-
able summand of Indgl1 (F) and Sc(Gy, Hy) is the unique indecomposable summand
of Indfé(F). Hence N = Sc(G1, Hy) ®p Sc(Ga, Hy). So Sc(Gy, Hy) @ Sc(Gay, Hy)

is the unique indecomposable summand of Ind%i%(ﬁ’ ). Also since F' is an alge-

braically closed field of characteristic p, F' C Sc(Gy, Hy) and F' C Sc(G2, Hs) then
FeFr R F g SC(Gl, Hl) QF SC(GQ, HQ)

Hence Sc(G1, Hy) ®F Sc(Ga, Hy) = Sc(G1 X Go, Hy X Hj) is a Scott FG1 ®p FG»-
module. O

4.3 Tensor product of fusion systems

In this section, we shall construct the cartesian product of two fusion systems.
As a consequence, we shall define the notion of tensor product of fusion systems.

Now let p be a fixed prime number. Let G; and G5 be two finite groups. Let
P; be p-subgroup of G;, with i = 1,2. Let F; be the fusion of G; over P;. Then we
have the following definition:

Definition 4.3.1. With the notation above, we define the cartesian fusion system
to of G; x G5 over the p-group P; X P, to be the F; x Fs.

Now let F' be an algebraically closed field of characteristic the prime number p.
We construct the vector space F'F which consists of all linear combinations of the
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objects of the fusion system JF. Let us record this observation as in the following
lemma:

Lemma 4.3.1. With the notation above, F'F is a finite dimensional vector space
over F.

Proof. Since FF # @ and (FF,+) is an abelian group. Also for all o, € F' and
M, N € FF satisfies:

(i) a(M + N) =aM + aN.

(ii) (a4 B)M =aM + BM.

(it}) (B)M = a(BM) = B(al).

Hence FF is a finite dimensional vector space over F' which has a basis is object
of F. [

We remark that, the motivation to do such construction of this linear vector
space is to carry some results in fusion systems to the linear vector space structure.
The other thing is for build a tensor product of fusion system as in the following
proposition:

proposition 4.3.1. Let p be a fixed prime number. Let F' be an algebraically closed
field of characteristic p. Let G1 and Gy be two finite groups. Let P; be p-subgroup
of G;, with i = 1,2. Let F; be the fusion of G; over P;. Let FF; fort1 = 1,2 be the
vector spaces which are associated with the fusion systems Fp,(G;). Then

F[Fy x F) 2 FF, ®p FF,
as a vector space isomorphism.

Proof. Since cartesian product of two categories is a category. Then the cartesian
product of two fusion systems JF; and JF; is again fusion system JF; X F5. Now suppose
that (P, P,) € F(F; x F3) thus 3(Q1,Q2) € Fi X Fa such that (P, P2)(Q1,Q2) =
(1g,,1¢,). Then PQy = 1g, and P,y = 1g,. Hence P, € FFy and P, € FF,. So
(P, P,) € FFy ®p FF,. Hence the required isomorphism is identity map as a vector
space. ]

Note that the proposition above says that the tensor product we define of two
fusion systems is again fusion system over the cartesian product. However, we just
construct the vector space. Then we shall use the direct product of p-subgroups of
G and G5 to generate an algebra product. This yields the following theorem.
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Theorem 4.3.1. The vector space F'F has the structure of finite dimensional algebra
over F.

Proof. Since FF is a finite dimensional vector space over F' which has a basis is
object of F and it is a ring satisfy a(MN) = (aM)N = M(aN) for all « € F' and
M, N € FF. Hence FF is a finite dimensional algebra over F. O]

Now we arrive to the main construction that we aim to do.

proposition 4.3.2. Let p be a fived prime number. Let F' be an algebraically closed
field of characteristic p. Let Gy and G5 be two finite groups. Let P; be p-subgroup of
G, with 1 = 1,2. Let F; be the fusion system of G; over P;. Let FF; fori=1,2
be the finite dimensional algebra over F which is associated with the fusion system
Fp,(G;). Then

F[fl X fg] = F.Fl KF F.FQ

as an algebra isomorphism.

The following theorem gives us the first result we are seeking to in this construc-
tion:

Theorem 4.3.2. Let p be a fized prime number. Let F be an algebraically closed
field of characteristic p. If F; is saturated fusion system for i = 1,2 then the fusion
system F'Fy, @p FFy is a saturated fusion system.

Proof. Since cartesian product of two categories is a category. Then the cartesian
product of two saturated fusion systems JF; and JF; is again saturated fusion system
F1 x Fs. From Proposition 4.3.2 we have F[F; X F5] &2 FF, ®p FF,. Hence FF; Qp
FF, is a saturated fusion system. O]
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