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Abstract

The aim of this research is to survey, study, understand and contribute to the concept of calculating
the probability of a specific feature being in any finite group G, using the regular mathematical
definition of probability. This concept is a new trend that connects group theory and probability
theory to help solve some problems in group theory. We will study the concept of calculating the
probability in any finite group G for the following features: commute of two elements in group G,
the non-abelian tensor product for two elements in G when it is equal to the identity element of G,
the non-abelian exterior product for two elements in G when it is equal to the identity element of
G, and choosing a particular p-block B with respect to the chosen prime number p. Lastly, a new
equivalent theorem will be established that calculates the probability of commute of two elements
in group G by using the concept of structure constants. Examples of the new theorem will be
provided.
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Notations

Z , Z+ Integers number, Positive integer
C, N Complex number, Natural number
R Real number
X Set
∅ The empty set
G Finite group
F Field
Sn Symmetric group of degree n
An Alternating group of degree n
D2n Dihedral group of degree 2n
Cn Cyclic group of degree n
V4 Klein four-group (〈a, b : a2 = b2 = (ab)2 = 1〉)

A / B A is a normal subgroup of B
|G| Order of G
1G The identity element of G

ker(α) Kernel of the function α
Im(α) Image of the function α
ab b−1ab

StabG(x) The stabilizer of x in G
O(x) The orbit of x
σg(x) Action of Sn on the set X
CG(x) Centralizer of x in G
C(x) Conjugace class of x
a ∼ b a is a conjugate to b
p Prime number

p-group Group of order pa, a ∈ N
FixX(G) All elements in a set X which fixed by the group G
αRβ ∃g ∈ G : β = g · α, α, β ∈ X
∪̇ Disjoint union
a/b b divides a

GL(n, F ) General linear group of degree n over a field F
ρ Group homomorphism function from G to GL(n,F)of degree n
χ Function from G to F, determined by χ(g) = trace (ρ(g) )

k(G) Number of conjugace class of G
χ1, ..., χk(G) Irreducible characters of G
Irr(G) Set of all irreducible characters of G

({
χ1, ..., χk(G) })

≡p Congruent modulo p
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B p-block
d(χ) = d The defect number of an irreducible character χ
χ(1)p The p-part of χ(1)
|G|p The p-part of |G|
d(B) The defect number of a p-block B
h(χ) The height number of an irreducible character χ
D The defect group

Irr(B) The set of all irreducible characters which belong to a p-block B
k(B) The order of Irr(B)
B0 The principal p-block

a ≡ b( mod n ) a− b is divisible by n
P (G) Probability of G
G
′ Commutator subgroup of G

[H,K] 〈{[h, k] : h ∈ H, k ∈ K}〉
〈x1, ..., xn〉 The subgroup generated by {x1, ..., xn}
G1 × ...×Gn The direct product of G1, ..., Gn

In n× n identity matrix
K Class sum
C[G] Group algebra
ωχ Function from Z(C[G]) to C, which dependin on χ
Xg Set of points of X which fixed by the element g of G
X/G Number of orbits of G acting on X
[x, y] x−1y−1xy
⊗ Non-abelian tensor product
∧ Exterior product
κ The map from a group of non-abelian tensor product to the commutator group
κ′ The map from a group of non-abelian exterior product to the commutator group

J(G,H,K) Kernel of κ
M(G,H,K) Kernel of κ′

C⊗G(x) Tensor centralizer of x with respect to G
C∧G(x) Exterior centralizer of x with respect to G
Z(G) Center of G

Z⊗(G) Tensor center of G
Z∧(G) Exterior center of G
d(H,K) Relative commutativity degree of H and K

d⊗(H,K) Relative tensor degree of H and K
d∧(H,K) Relative exterior degree of H and K
P (χ) The probability of ordinary irreducible character χ
P (B) The probability of a p-block of G
CG(H) Centralizer of a subgroup H in G
ξ The probability of a p-block of defect zero

[G : H ] The index of H in G
S∗ The set of all p-blocks of the group G relative to a fixed prime number p

dimF (A) Dimension over F of A
iff if and only if
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Introduction

Group theory and Probability theory are independent sciences. With the development of science,
it became possible to link the two sciences together in a new direction. The new direction allows
us to calculate the probability of a specific feature being in a group. The beginning of this trend is
a question that was raised by David J. Rusin [24], who posed the question: what is the probability
that two elements of a finite group commute?.

The relationship between the representation of finite groups and probability theory has grown
up rapidly, to investigate and solve some problems in group theory. In 1968, Erdős and Turán [8]
studied some problems in statistical group theory. In 1970, Gallagher [10] used character theory to
investigate the probability of commuting elements. In 1973, Gustafson [12] initiated the probability
that two group elements commute for infinite groups, in which he used differential geometry as well
as the abstract harmonic analysis to get parallel results for finite groups. In 1988, Persi Diaconis [7]
has made fundamental contributions in the relationship between representation of finite groups and
probability theory. In 2006, Guralnick and Robinson [11] investigated several objectives such as
giving general properties and giving elementary proofs of numerical properties of the commutativity
degree. In 2010, Alghamdi and F. G. Russo attempted to discuss Dade’s ordinary conjecture in this
framework. Then in 2012, they investigated a generalization of the probability that the commutator
of two group elements is equal to a given element. They studied the relative tensor degree of finite
groups in articles published in 2014, see [2], [3] and [4] respectively.

On the other hand, block theory is a fascinating subject and a very rich topic in finite group
theory. There are many approaches to tackle block theory. Character theory is one approach.
Likewise, the theory of probability can be applied to tackle block theory. This is shown by Al-
ghamdi’s paper 2016, in which he attempted to get a link between block theory and probability
theory.

Let p be a prime number and B a p-block of a finite group G. The thesis is divided to six
chapters as follows:

Chapter 1, contains the basic concepts, on which the thesis depends. The first section includes
concepts that are presented in a topic of group action on a set, and under these concepts we will
study Orbit-Stabilizer Theorem, when the group G acts on itself as a set, and we will get the
changes that will be used in the coming chapters along with the Burnside’s Lemma in this concept.
In the second section, definitions of representation and character theory will be presented with
some theories related to them. In the third section, we will review some concepts in block theory
on the approach of character theory, and study some examples that will be deduced and built upon
in the next sections, especially in Chapter 5.

Chapter 2, in the first section, we will give a solution to Rusin’s question [24] by applying the
classical definition of probability to measure the property of the commute of two elements in group
G. Furthermore, theories will be mentioned which give us an equivalent definition for calculating
this possibility and upper bounded.

For instance, for any group G the probability of commute two elements in it must be equal
to or less than 5/8, and some examples will be given in the second section. In the third and last
section, we will study the definition of a probability that has a randomly chosen commutator which
is equal to a given element of group G. Moreover, we will present states theorem, which gives us
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an equivalent definition via character theory with some examples applied, and provide some recent
investigations in this concept.

Chapter 3, in the first section, we will introduce definitions of a compatiplity action and non-
abelian tensor product. Furthermore, we will establish some basic properties that describe the
main calculus rules in the non-abelian tensor product, with some theories and relationships under
this concept. In the second section, we will study the definitions of tensor centralizer and tensor
center which have been based on the definitions which introduced in previous section, and we will
study the algebraic structures of these concepts, the definition of the relative tensor degree, and
explanation of the relation between the tensor centralizer and the tensor degree. In the third and
last section, we will study the relation between the relative commutative degree and relative tensor
degree.

Chapter 4, in the first section, we will introduce the definition of a non-abelian exterior product,
with some relations under this concept. In the second section, we will study the definitions of
exterior centralizer and exterior center which have been based on the definitions which introduced
in previous section. Moreover, the algebraic structures of these concepts along with the previous
concepts, and the definition of the relative exterior degree are introduced. In the third and last
section, we will study the general relation among the relative commutative degree, relative tensor
degree, and relative exterior degree.

Chapter 5, in the first and second sections, we will study the notion of the probability of a
p-block B with applied examples. In the third and last section, we will study some facts about the
probability of irreducible ordinary character and principal p-block B0 in group G, by Brauer-Feit
Theorem as in [25, Theorem 2.4]. Furthermore, we will show the relation between the probability
of the principal p-block B0 in group G, and the order of irreducible ordinary character of G and
some current conjectures in this concept.

Chapter 6, in this chapter, we will establish a new equivalent theorem that calculates the
probability of commute of two elements in group G, by using the concept of structure constants.
Therefore, we will begin with the concept of algebra over field F, from which we will deduce the
definition of structure constants that will be discussed in the first section. In the second section, we
will study the definition of the group algebra G over F, which is denoted by F[G] and mention the
basis for it. Moreover, in the same section, we will study the definition of the center of F[G] which is
denoted by Z(F[G]), and the impotent theorem in this section, which explains the basis for Z(F[G]).
In the third and last section, we will establish a new theorem that calculates the probability of
commute of two elements in group G by using the concept of structure constants, and examples of
the new theorem will be provided. All groups mentioned in this thesis are supposed to be finite.

vii



Chapter 1

Basic Concepts

In this introductory chapter, we shall review some basic notions, definitions, theories and exam-
ples in group theory. Especially those terms related to the terminology employed in this thesis.
In the first section, we will mention the concept of group acts on a set and the most important
theorem in this concept the Orbit-Stabilizer Theorem, which will be used and rely on it as a ba-
sis of understanding and proofs in the next subjects of this work, and then record what changes
to the theorem in special cases, like when the group G acts on at self as a set or when the set
X = {(x, y) ∈ G×G}, as regarding and serving my purpose. In the second section, we will mention
all concepts of representation, ordinary representation, character, and some theories and properties
that will be useful for this work. In the third section, we will define an equivalence relation on the
characters by fixing a prime number p, which divides them for equivalence classes which are called
by p-blocks, and study some examples that will be deduced and built upon in the next sections,
especially in Chapter 5. The basic references of this chapter are [5],[9],[14],[15],[16],[20] and [21].
All the groups presented in this work are supposed to be finite.

1.1 Group acts on a set
In this section, we shall review some concepts related to the group acts on a set.

Definition 1.1. Let G be a group. Let X be a finite set. A (left) action of G on X is a map
α : G×X → X given by α((g, x)) = g · x, which satisfies the following conditions:
1)1G · x = x.
2)(g1g2) · x = g1 · (g2 · x).
For all x ∈ X and g1, g2 ∈ G.
In the similar way we can define a right action by the map α : X×G→ X given by α((x, g)) = x·g,
which satisfies the following conditions:
1) x · 1G = x.
2) x · (g1g2) = (x · g1) · g2.
For all x ∈ X and g1, g2 ∈ G.

Remark. If we have an action of G on X, then we say that G acts on X or that X is a G-set.

In this thesis virtually all actions considered will be left actions.

Theorem 1.1. Let G be a group acts on a set X. Then the relation on X defined by relation α
R β if ∃g ∈ G : β = g · α is an equivalence relation, where α, β ∈ X.

Proof. Since 1G ·α = α for all α ∈ X ⇒ αRα (Reflexive). Since α R β ⇒ ∃g ∈ G : β = g ·α⇒ g−1 ·
β = (g−1g) ·α⇒ g−1 ·β = α⇒ βRα (Symmetric). αRβ and βRδ, since αRβ ⇒ ∃g ∈ G : β = g ·α
and since βRδ ⇒ ∃h ∈ G : δ = h · β. Then δ = h · β = h · (g · α) = (hg) · α ⇒ αRδ (Transitive).
Thus R is equivalent relation on X.

1



Remark. The equivalence class of the equivalent relation are called the Otbits of G on X.
Definition 1.2. Let G be a group acts on the set X. Let x ∈ X. The orbit of x under G is the
set of all elements in X of the form g · x for all g ∈ G, which denoted by O(x). In symbols

O(x) = {g · x|g ∈ G} ⊆ X.
Remark. If O(x) = X for all x ∈ X. Then the action is called transitive.
Definition 1.3. Let G be a group acts on the set X. Let x ∈ X. The stabilizer of x in G is the
set of elements g ∈ G such that g · x = x, which is denoted by StabG(x). In symbols

StabG(x) = {g ∈ G|g · x = x}.

Lemma 1.1. Let G be a group acts on the set X. Let x ∈ X. Then StabG(x) is a subgroup of G
for all x ∈ X.

Proof. The subgroup conditions are verified as follows: StabG(x) is not an empty set since by
Definition 1.1 we have 1G · x = x, hence 1G ∈ StabG(x) for all x ∈ X, consider any two elements
g1 and g2 ∈ StabG(x) i.e. g1 · x = x and g2 · x = x. Then

g1 · x = x⇒ g1 · (g−1
2 · x) = x⇒ (g1g

−1
2 ) · x = x

hence g1g
−1
2 ∈ StabG(x). Thus StabG(x) is a subgroup of G.

The next theorem is the most important theorem in the theory of group actions, as in [5, Corol-
lary 5].

Theorem 1.2 (Orbit-Stabilizer Theorem). Let G be a group acts on a finite set X. For any x ∈
X, we have

|O(x)| = |G|
|StabG(x)| .

Proof. Let x′ ∈ O(x), then there is g ∈ G such that x′ = g · x, also there is gStabG(x) where ∀y ∈
gStabG(x) there is g′ ∈ StabG(x) such that y = g ·g′. Then y ·x = (gg′) ·x = g · (g′ ·x) = g ·x = x′.
This means that there are at most element in O(x), similar to the set of cossets of StabG(x) in G.
Let g and y ∈ G such that g · x = y · x ⇒ g−1 · (g · x) = g−1 · (y · x) ⇒ (g−1g) · x = (g−1y) · x ⇒
1G · x = (g−1y) · x⇒ x = (g−1y) · x. This means that g−1y ∈ StabG(x) ⇒ y ∈ gStabG(x). Thus g
and y belong to the same set of cosset StabG(x). It follows that the α: G

StabG(x) 7→ O(x) which

is given by g′StabG(x) 7→ g′ ·x. The map α is a well-defined bijective of the set cosset of StabG(x)
in G onto the orbit O(x) ={g′ · x : g′ ∈ G}, hence |O(x)| = [G :StabG(x) ]= |G|/|StabG(x)|.

Example 1.1. An action of the symmatric group S3 on the set X = {1, 2, 3} is given by g · x =
σg(x). First we want to prove that it is a group action

1)i)(g1g2) · x = σg1g2(x)
= (σg1σg2)(x)
= σg1(σg2(x)) ( from Definition 1.1 )
= g1 · (g2 · x). ∀g1, g2 ∈ G, ∀x ∈ X.

ii)1G · x = σ1G
(x) = x. ∀x ∈ X.
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So, this is indeed a group action.

2)StabS3(1) = {g ∈ S3 : g · 1 = σg(1) = 1} = {(1), (23)}.
StabS3(2) = {g ∈ S3 : g · 2 = σg(2) = 2} = {(1), (13)}.
StabS3(3) = {g ∈ S3 : g · 3 = σg(3) = 3} = {(1), (12)}.

3)O(1) = {g · 1 = σg(1) : g ∈ G} = {1, 2, 3} = X.

O(2) = {g · 2 = σg(2) : g ∈ G} = {1, 2, 3} = X.

O(3) = {g · 3 = σg(3) : g ∈ G} = {1, 2, 3} = X.

We can see by Theorem 1.2

|O(1)| = |G|
|StabG(1)| = 6

2 = 3,

and the same way for all x ∈ X.

Remark. The exponential notation for the conjugation of two elements x and y in a group G,
that is the notation xy = y−1xy.

Example 1.2. Let G be a group acts on itself as a set(i.e. X = G) by conjugation, that is for all
x ∈ X = G and g ∈ G, we define g · x = g−1xg. First we want to prove that it is a group action

1)i)g1 · (g2 · x) = g1 · (g−1
2 xg2)

= g−1
1 (g−1

2 xg2)g1

= (g2g1)−1x(g2g1)
= (g2g1) · x.

ii)1G · x = 1−1
G x1G = x.

So, this is indeed a group action.

2)StabG(x) = {g ∈ G : g · x = x}
= {g ∈ G : g−1xg = x}
= {g ∈ G : xg = gx}
= CG(x) ( centralizer of x in G ).

3)O(x) = {g · x : g ∈ G}
= {g−1xg : g ∈ G}
= C(x) (conjugace class of x ).

Special case. Let G be a group acts on a finite set X.
1) If X = G, and if G acts on X by conjugation. Then from the previous example we found that

O(x) = C(x) ( conjugace class of x) and StabG(x) = CG(x) (centralizer ).
Thus, we have from the Orbit-Stabilizer Theorem for all x ∈ X

|C(x)| = |G|
|CG(x)| .

2) If X = {(x, y) ∈ G×G} 6= ∅, and if G acts on X by g · a = (xg, yg) ∈ G×G, for all g ∈ G
and for all a = (x, y) ∈ X. Then
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StabG(a) = {g ∈ G : g · a = a}
= {g ∈ G : g · (x, y) = (x, y)}
= {g ∈ G : (xg, yg) = (x, y)}
= {g ∈ G : (x, y)g = (x, y)}
= {g ∈ G : g−1(x, y)g = (x, y)}
= {g ∈ G : (x, y)g = g(x, y)}
= CG(a),

and

O(a) = {g · a : g ∈ G}
= {g · (x, y) : g ∈ G}
= {(xg, yg) : g ∈ G}
= {(x, y)g : g ∈ G}
= {g−1(x, y)g : g ∈ G}
= C(a).

Thus, we have from the Orbit-Stabilizer Theorem for all a ∈ X

|C(a)| = |G|
|CG(a)| .

Lemma 1.2. Let p be a prime number. Let G be a p-group acts on a finite set X. Then

|X| = |FixX(G)|mod p.

Proof. Since G is a p-group then |G| = pα, α ≥ 0, and since

X = O(x1)∪̇O(x2)∪̇...∪̇O(xr)

where xi ∈ X, i = 1, ..., r, r ∈ N. Then

|X| = |O(x1)|+ |O(x2)|+ ...+ |O(xr)|,

then by the fact that |O(xi)| = 1 iff xi ∈ FixX(G), for all i = 1, ..., r. Hence

|X| = |FixX(G)|+
∑

xi /∈FixX (G)

|O(xi)|.

From Orbit-Stabilizer Theorem we have

|X| = |FixX(G)|+
∑

xi /∈FixX (G)

|G|
|StabG(xi)|

.

But StabG(xi) ≤ G then |StabG(xi)| = pβ , where β ≤ α and pα/pβ = λ p, λ ∈ N. Then

|X| = |FixX(G)|+ λp

thus
|X| = |FixX(G)| mod p.
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Burnside’s lemma was formulated and proven by Burnside in 1897, but historically it was already
discovered in 1887 by Frobenius, and even earlier in 1845 by Cauchy. Because of that it is
sometimes also named as Cauchy-Frobenius lemma. This allows us to count the number of orbits
in sets.

Lemma 1.3 (Burnside’s lemma). Let G be a group acts on a finite set X. Let Xg be the set of
points of X which are fixed by g, where g ∈ G. Then

|Orbits of G acting on X | =
∑
g∈G |Xg|
|G| .

i.e. (The number of orbits is equal to the average number of points fixed by an element of G) .
The number of orbits will be denoted by X/G.

Proof. Let Xg ={x ∈ X : g · x = x } . Then∑
g∈G |Xg| = {(g, x) ∈ G×X : g · x = x }=

∑
x∈X |StabG(x)|.

From Orbit-Stabilizer Theorem we have

∑
x∈X
|StabG(x)| =

∑
x∈X

|G|
|O(x)|

= |G|
∑
x∈X

1
|O(x)|

= |G|

 ∑
O(x)∈X/G

∑
x∈O(x)

1
|O(x)|


= |G|

∑
O(x)∈X/G

1

= |G|.|X/G|

hence

∑
g∈G
|Xg| = |G|.|X/G|

thus

|X/G| =
∑
g∈G |Xg|
|G| .

Lemma 1.4. Let G be a group acts on itself as a set by conjugation, g · x = g−1xg ∈ X = G. Let
k(G) be the number of conjugacy classes of G. Then

k(G)=
∑
x∈G |CG(x)|
|G| ,

where CG(x) is the centraliser of x in G.
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Proof. Since G acts on itself as a set, then we have

O(x) = {g · x : g ∈ G}
= {g−1xg : g ∈ G}
= C(x),

for all x ∈ X = G, by Lemma 1.3 we have

|Orbits| =
∑
g∈G |Xg|
|G|

|Orbits| =
∑
x∈G |Xx|
|G|

|conjugacy classes| =
∑
x∈G |Xx|
|G|

k(G) = |Xx1 |+ ...+ |Xx|G| |
|G|

=
|{y ∈ X : x1 · y = y }|+ ...+ |{ y ∈ X : x|G| · y = y }|

|G|

= |{y ∈ X : yx1 = y }|+ ...+ |{ y ∈ X : yx|G| = y }|
|G|

=
|{y ∈ X : x−1

1 yx1 = y }|+ ...+ |{ y ∈ X : x−1
|G|yx|G| = y }|

|G|

=
|{y ∈ X : yx1 = x1y }|+ ...+ |{ y ∈ X : yx|G| = x|G|y }|

|G|

=
|{y ∈ G : yx1 = x1y }|+ ...+ |{ y ∈ G : yx|G| = x|G|y }|

|G|

=
|CG(x1)|+ ...+ |CG(x|G|)|

|G|

=
∑
x∈G |CG(x)|
|G|

thus

k(G) =
∑
x∈G |CG(x)|
|G| .

1.2 Characters
In this section, we shall review some concepts related to the character theory.

Definition 1.4. Let G be a group. The representation of G is a group homomorphism
function ρ : G→ GL(n, F ). Where GL(n, F ) is the general linear group of degree n over the field
F . Which is denoted by F-representation, and the integer number n is called the degree(or
dimension) of the representation.

Remark. If the field F has a characteristic zero then we call the representation by ordinary
representation.
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Definition 1.5. Let G be a group. Let ρ be the representation of G. The character of ρ is a
function χ : G→ F such that χ(g) = trace (ρ(g) ), for all g ∈ G and ρ(g) ∈ GL(n, F ). It is a
class function (i.e. constant on each conjugacy class of G).

Remark.
1)The irreducible representation gives an irreducible character.
2)Irr(G) is the set of all irreducible character of G.

Proposition 1.1. The character has the following properties:
1)Equivalent representations have the same characters.
2)The conjugate elements have the same character.
3)The number of irreducible characters is equal to the number of conjugacy classes i.e.
|Irr(G)| = k(G).

Theorem 1.3 (Generalized Orthogonality Relation). Let G be a group and g ∈ G. Then

1
|G|

∑
h∈G

χi(hg)χj(h−1) =


χi(g)
χi(1) i = j,

0 i 6= j.

Proof. The proof can be found in [15, Theorem 2.13].

If g = 1G, then we will get the next theorem, as in [13, Corollary (2.14)].

Theorem 1.4 (First Orthogonality Relation). Let G be a group. Then

1
|G|

∑
h∈G

χi(h)χj(h−1) =
{

1 i = j,

0 i 6= j.

Theorem 1.5 (Second Orthogonality Relation). Let G be a group. Let g, h ∈ G. Then

∑
χ∈Irr(G)

χ(g)χ(h−1) =
{

0 if g � h,

|CG(g)| if g ∼ h.

Proof. The proof can be found in [15, Theorem 2.18].

Definition 1.6. [15, Definition 2.20] Let χ be a character of a group G. The kernal of χ is all
elements g of G which achieve the relation χ(g) = χ(1). In symbol

ker (χ) = {g ∈ G : χ(g) = χ(1)}.
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Definition 1.7. [15, Definition 2.26] Let χ be a character of a group G. Then

Z(χ) = {g ∈ G : |χ(g)| = χ(1)}.

Lemma 1.5. [15, Corollary 2.23] Let G be a group with commutator subgroup G′. Then

G′ = ∩{ ker χ : χ ∈ Irr(G), χ(1) = 1}.

Example 1.3. Let G be a group.
1) When G = S3, S3 has two linear characters χ1 and χ2. Then

G′ = kerχ1 ∩ kerχ2

= {g ∈ G : χ1(g) = χ1(1)} ∩ {g ∈ G : χ2(g) = χ2(1)}

= G ∩ {(1), (123), (132)} = A3.

2) When G = D8, D8 has four linear characters χ1, χ2, χ3 and χ4. Then

G
′

= kerχ1 ∩ kerχ2 ∩ kerχ3 ∩ kerχ4

= {1, a2} = 〈a2〉.

Definition 1.8. Let ρ be a C-representation of a group G which affords an irreducible character
χ. If z ∈ Z(C[G]), then ρ(z) = ε · I for some root of unity ε ∈ C. Then we call the function which
depends on χ by ωχ, such that:

ωχ : Z(C[G]) −→ C
ωχ(z) = ε.

The root ε does not depend on the choice of particular C-representation affording χ and we
observe that ρ(z) = ω(z) · I.

Lemma 1.6. The function ωχ is an algebra homomorphism.

1.3 Blocks
In this section, we shall review some concepts related to the block theory by using character theory.

Irr(G) is the set of all irreducible characters. If X =Irr(G) = {χ1, χ2, ..., χk(G)} where k(G) is
the number of conjugacy classes, and if g ∈ G. Then we can define a relation on X. By fixing a
prime number p and for χi, χj ∈ Irr(G), where i, j = 1, ..., k(G) such that

χi ∼ χj ↔
|C(g)|χi(g)

χi(1) ≡p
|C(g)|χj(g)

χj(1)

where ≡p means congruent modulo p, for all g ∈ G, where |C(g)| is the order of the conjugacy
class of g. This relation is an equivalence relation on Irr(G), since if we take χ : G→ F ,

8



ϕ : G→ F and ψ : G→ F . Where χ, ϕ and ψ ∈ Irr(G). Then |C(g)|χ(g)
χ(1) ≡p

|C(g)|χ(g)
χ(1)

↔ χ ∼ χ is a reflexive. If |C(g)|χ(g)
χ(1) ≡p

|C(g)|ψ(g)
ψ(1) , then |C(g)|ψ(g)

ψ(1) ≡p
|C(g)|χ(g)

χ(1) means that

if χ ∼ ψ then ψ ∼ χ is symmetric. If χ ∼ ψ and ψ ∼ ϕ, then χ ∼ ϕ. We have |C(g)|χ(g)
χ(1) ≡p

|C(g)|ψ(g)
ψ(1) ≡p

|C(g)|ϕ(g)
ϕ(1) . Then |C(g)|χ(g)

χ(1) ≡p
|C(g)|ϕ(g)

ϕ(1) . Thus ψ ∼ ϕ is transitive.

The equivalence relation gives equivalence classes (partitions). The corresponding equivalence
classes are called the p-blocks of G. X = Irr(G) = B1 ∪̇ B2 ∪̇ ... ∪̇ Bt. Where t is natural
number. Bi is a p-block for all i = 1, .., t. Now we can define the p-blocks of the group G by the
following definition, and we will mention some definitions related to this topic.

Definition 1.9. Let G be a group. Let χ and ψ be an irreducible character. Let p be a prime
number. The p-blocks B1, ..., Bt where t ∈ N of G are the equivalence classes which are given by
the equivalence relation on Irr(G) such that

χ ∼ ψ ↔ |C(g)|χ(g)
χ(1) ≡p

|C(g)|ψ(g)
ψ(1) ,

for all g ∈ G.

Definition 1.10. Let G be a group. Let p be a prime number. The principal p-block is the
p-block which contains the trivial character, and will be denoted it by B0.

Definition 1.11. Let G be a group. Let χ ∈ Irr(G). Let p be a prime number. The defect
number of χ which is denoted by d(χ) = d is a positive integer that achieves the relation

pdχ(1)p = |G|p,

where χ(1)p is the p-part of χ(1) and |G|p is the p-part of the order of G.

Definition 1.12. Let G be a group. Let p be a prime number. Let B be a p-block of G. The
defect number of B which is denoted by d(B) is a maximal number of d(χ), for all χ belongs to
B. In symbols

d(B) = max{d(χ) : χ ∈ B}.

Definition 1.13. Let G be a group. Let p be a prime number. Let B be a p-block of G. If χ
belongs to B, then the height number of χ which is denoted by h(χ) is given by subtraction
d(χ) of d(B). In symbols

h(χ) = d(B)− d(χ).

Remark. If we say an irreducible character of height zero that means d(B) = d = d(χ).

Definition 1.14. Let G be a group. Let p be a prime number. Let B be a p-block of G. Let g be
an element of G. A defect group which is denoted by D is a Sylow p-subgroup of the centralizer
of g in G and the defect group D of p-block B is the Sylow p-subgroup of the order pd(B).
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Remark.
• The p-block of defect zero is the p-block which has the identity subgroup as a defect group.
• The p-block of defect zero has an unique irreducible character with a degree which contains the
whole p-part of the order of G.

We will give some examples of the p-blocks of the group G with respect to the chosen prime
number p.

Example 1.4. Let G = S4 and p = 3. The character table of S4 is given below:

conjugacy classes (1) (12) (123) (1234) (12)(34)
|C(g)| 1 6 8 6 3
χ1 1 1 1 1 1
χ2 1 -1 1 -1 1
χ3 2 0 -1 0 2
χ4 3 1 0 -1 -1
χ5 3 -1 0 1 -1

Table 1.1: The character of S4.

By the relation |C(g)|χi(g)
χi(1) mod p, ∀i = 1, ..., k(G),∀ g ∈ G. We can find the 3-blocks. If

g = (123). Then |C(123)|χ1((123))
χ1(1) = 8 · 1

1 mod 3 = 2̄, |C(123)|χ2((123))
χ2(1) = 8 · 1

1 mod 3 = 2̄,

|C(123)|χ3((123))
χ3(1) = 8 · (−1)

2 mod 3= 2̄, |C(123)|χ4((123))
χ4(1) = 8 · 0

3 mod 3 = 0̄,

|C(123)|χ5((123))
χ5(1) = 8 · 0

3 mod 3 = 0̄, and the same way for all g ∈ S4. Then we have the new

table

|C(g)|χ(g)
χ(1) (1) (12) (123) (1234) (12)(34)

χ1 1̄ 0̄ 2̄ 0̄ 0̄
χ2 1̄ 0̄ 2̄ 0̄ 0̄
χ3 1̄ 0̄ 2̄ 0̄ 0̄
χ4 1̄ 2̄ 0̄ 1̄ 2̄
χ5 1̄ 1̄ 0̄ 2̄ 2̄

Table 1.2: The 3-blocks of S4.

Thus S4 has three 3-blocks. B0 = B1 = {χ1, χ2, χ3}, B2 = {χ4} and B3 = {χ5}. Where B1 ∪̇ B2
∪̇ B3 = Irr(S4), and Bi ∩Bj = ∅, ∀i 6= j ,i, j = 1, 2, 3. Therefore,

3dχ1(1)3 = |G|3
3d(1 = 30)3 = (24)3

3d30 = 3
3d = 3.

Then d(χ1) = d(χ2) = d(χ3) = d = 1.
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3dχ4(1)3 = |G|3
3d(3)3 = 3.

Then d(χ4) = d(χ5) = d = 0, hence d(B1) = max {d(χ1), d(χ2), d(χ3)} = 1, d(B2) = max
{d(χ4)} = 0 and d(B3) = max {d(χ5)} = 0. χ1, χ2, χ3, χ4 and χ5 of height zero. Moreover, the
defect group is

conjugacy class (1) (12) (123) (1234) (12)(34)
CG(g) S4 〈(12), (34)〉 〈(123)〉 〈(1234)〉 H1

|CG(g)| 24 4 3 4 8
Sylow 3-subgroup(defect group ) 〈(123)〉 〈(1)〉 〈(123)〉 〈(1)〉 〈(1)〉

defect (3a) 1 0 1 0 0

Table 1.3: The defect group of S4, when p = 3.

where H1 = {(1), (12), (34), (12)(34), (13)(24), (14)(23), (1324), (1423)}. If we take p = 2. Then
we have

|C(g)|χ(g)
χ(1) (1) (12) (123) (1234) (12)(34)

χ1 1̄ 0̄ 0̄ 0̄ 1̄
χ2 1̄ 0̄ 0̄ 0̄ 1̄
χ3 1̄ 0̄ 0̄ 0̄ 1̄
χ4 1̄ 0̄ 0̄ 0̄ 1̄
χ5 1̄ 0̄ 0̄ 0̄ 1̄

Table 1.4: The 2-blocks of S4.

Thus S4 has one 2-block only B0 = {χ1, χ2, χ3, χ4, χ5}. Therefore,

2dχ1(1)2 = |G|2
2d(1 = 20)2 = (24)2

2d20 = 23

2d = 23.

Then d(χ1) = d(χ2) = d(χ4) = d(χ5) = d = 3

2dχ3(1)2 = |G|2
2d(2)2 = (24)2

2d2 = 23.

Then d(χ3) = d = 2, hence d(B0) = max {d(χ1), d(χ2), d(χ3), d(χ4), d(χ5)} = 3.
h(χ3) = d(B0)− d(χ3) = 3− 2 = 1, χ1, χ2, χ4 and χ5 of height zero. Moreover, the defect group is
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conjugacy class (1) (12) (123) (1234) (12)(34)
CG(g) S4 〈(12), (34)〉 〈(123)〉 〈(1234)〉 H1

|CG(g)| 24 4 3 4 8
Sylow 2-subgroup(defect group ) H1 〈(12), (34)〉 〈(1)〉 〈(1)〉 H1

defect (2a) 3 2 0 0 3

Table 1.5: The defect group of S4, when p = 2.

Example 1.5. Let G = S3 and p =2. The character table of S3 is given below:

conjugacy class (1) (12) (123)
|C(g)| 1 3 2
χ1 1 1 1
χ2 1 -1 1
χ3 2 0 -1

Table 1.6: The character of S3.

By the relation |C(g)|χi(g)
χi(1) mod p, ∀i = 1, ..., k(G),∀ g ∈ G. We can find the 2-blocks. If

g = (12). Then |C(12)|χ1((12))
χ1(1) = 3 · 1

1 mod 2 = 1̄, |C(12)|χ2((12))
χ2(1) = 3 · (−1)

1 mod 2 = 1̄,

|C(12)|χ3((12))
χ3(1) = 3 · 0

2 mod 2 = 0̄, and the same way for all g ∈ S3. Then we have the new table

|C(g)|χ(g)
χ(1) (1) (12) (123)

χ1 1̄ 1̄ 0̄
χ2 1̄ 1̄ 0̄
χ3 1̄ 0̄ 1̄

Table 1.7: The 2-blocks of S3.

Thus S3 has two 2-blocks. B0 = B1 = {χ1, χ2} and B2 = {χ3}. Therefore,

2dχ1(1)2 = |G|2
2d(1 = 20)2 = (6)2

2d20 = 2
2d = 2.

Then d(χ1) = d = 1.

2dχ2(1)2 = |G|2
2d(1 = 20)2 = (6)2

2d20 = 2
2d = 2.
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Then d(χ2) = d = 1.

2dχ3(1)2 = |G|2
2d(2)2 = (6)2

2d2 = 2
2d = 2.

Then d(χ3) = d = 0, hence d(B1) = max {d(χ1), d(χ2)} = 1 and d(B2) = max {d(χ3)} = 0.
h(χ1) = d(B1)− d(χ1) = 1− 1 = 0, h(χ2) = d(B1)− d(χ2) = 1− 1 = 0 and
h(χ3) = d(B2)− d(χ3) = 0− 0 = 0, thus χ1, χ2 and χ3 of height zero. Moreover, the defect group
is

conjugacy class (1) (12) (123)
CG(g) S3 〈(12)〉 〈(123)〉
|CG(g)| 6 2 3

Sylow 2-subgroup(defect group ) 〈(12)〉 〈(12)〉 〈(1)〉
defect (2a) 1 1 0

Table 1.8: The defect group of S3, when p = 2.

If we take p = 3. Then we have

|C(g)|χ(g)
χ(1) (1) (12) (123)

χ1 1̄ 0̄ 2̄
χ2 1̄ 0̄ 2̄
χ3 1̄ 0̄ 2̄

Table 1.9: The 3-blocks of S3.

Thus S3 has one 3-block only. B0 = B1 = {χ1, χ2, χ3}. Therefore,

3dχ1(1)3 = |G|3
3d(1 = 30)3 = (6)3

3d30 = 3
3d = 3.

Then d(χ1) = d(χ2) = d(χ3) = d = 1. Hence d(B0) = max {d(χ1), d(χ2), d(χ3)} = 1.
h(χ1) = h(χ2) = h(χ3) = d(B0)− d(χ1) = 1− 1 = 0, thus χ1, χ2 and χ3 of height zero. Moreover,
the defect group is
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conjugacy class (1) (12) (123)
CG(g) S3 〈(12)〉 〈(123)〉
|CG(g)| 6 2 3

Sylow 3-subgroup(defect group ) 〈(123)〉 〈(1)〉 〈(123)〉
defect (3a) 1 0 1

Table 1.10: The defect group of S3, when p = 3.

Example 1.6. Let G = GL(3, 2) and p = 7. The character table of GL(3, 2) is given below:

conjugacy class 1 2 3 4 7A 7B
|C(g)| 1 21 56 42 24 24
χ1 1 1 1 1 1 1

χ2 3 -1 0 1 −1 +
√
−7

2
−1−

√
−7

2
χ3 3 -1 0 1 −1−

√
−7

2
−1 +

√
−7

2
χ4 6 2 0 0 -1 -1
χ5 7 -1 1 -1 0 0
χ6 8 0 -1 0 1 1

Table 1.11: The character of GL(3, 2).

By the relation |C(g)|χi(g)
χi(1) mod p, ∀i = 1, ..., k(G),∀ g ∈ G. We can find the 7-blocks. If g ∈ 2.

Then |C(g)|χ1(g)
χ1(1) = 21 · 1

1 mod 7 = 0̄, |C(g)|χ2(g)
χ2(1) = 21 · (−1)

3 mod 7 = 0̄, |C(g)|χ3(g)
χ3(1) =

21 · (−1)
3 mod 7 = 0̄, |C(g)|χ4(g)

χ4(1) = 21 · 2
6 mod 7 = 0̄, |C(g)|χ5(g)

χ5(1) = 21 · (−1)
7 mod 7 = 4̄,

|C(g)|χ6(g)
χ6(1) = 21 · 0

8 mod 7 = 0̄, and the same way for all g ∈ GL(3, 2). Then we have the new

table

|C(g)|χ(g)
χ(1) 1 2 3 4 7A 7B

χ1 1̄ 0̄ 0̄ 0̄ 3̄ 3̄
χ2 1̄ 0̄ 0̄ 0̄ 3̄ 3̄
χ3 1̄ 0̄ 0̄ 0̄ 3̄ 3̄
χ4 1̄ 0̄ 0̄ 0̄ 3̄ 3̄
χ5 1̄ 4̄ 1̄ 1̄ 0̄ 0̄
χ6 1̄ 0̄ 0̄ 0̄ 3̄ 3̄

Table 1.12: The 7-blocks of GL(3, 2).

Thus GL(3, 2) has two 7-blocks. B0 = B1 = {χ1, χ2, χ3, χ4, χ6} and B2 = {χ5}. Therefore,

7dχ1(1)7 = |G|7
7d(1 = 70)7 = (168)7

7d70 = 7.

Then d(χ1) = d(χ2) = d(χ3) = d(χ4) = d(χ6) = d = 1.
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7dχ5(1)7 = |G|7
7d7 = 7.

Then d(χ5) = d = 0, hence d(B0) = d(B1) = max {d(χ1), d(χ2), d(χ3), d(χ4), d(χ6)} = 1 and
d(B2) = max {d(χ5)} = 0. χ1, χ2, χ3, χ4, χ5 and χ6 of height zero. Moreover, the defect group is

conjugacy class 1 2 3 4 7A 7B

CG(g) GL(3, 2) Q1 Q2 Q3 Q4 Q4
|CG(g)| 168 8 3 4 7 7

Sylow 7-subgroup(defect group ) Q4 〈I3〉 〈I3〉 〈I3〉 Q4 Q5
defect (7a) 1 0 0 0 1 1

Table 1.13: The defect group of GL(3, 2), when p = 7.

Where Q1 ∼= D8, Q2 ∼= C3, Q3 ∼= C4 and Q4 ∼= C7.

Lemma 1.7. Let p be a prime number. Let G be a p-group. Then G has one p-block only the
principal one.

Proof. Let G be a p-group, then |G| = pα, α ∈ N. By Definition 1.9 we have for all χ, ψ ∈ Irr(G)
and g ∈ G,

χ ∼ ψ ↔ |C(g)|χ(g)
χ(1) ≡p

|C(g)|ψ(g)
ψ(1)

hence we have only one orbit, which is clearly the principal p-block containing the trivial
character.

We give examples for this lemma.

Example 1.7. Let G = D8 and p =2. The character table of D8 is given below:

conjugacy class 1 a2 {a, a3} {b, a2b} {ab, a3b}
|C(g)| 1 1 2 2 2
χ1 1 1 1 1 1
χ2 1 1 1 -1 -1
χ3 1 1 -1 1 -1
χ4 1 1 -1 -1 1
χ5 2 -2 0 0 0

Table 1.14: The character of D8.

By the relation |C(g)|χi(g)
χi(1) mod p, ∀i, ..., k(G),∀ g ∈ G. We can find the 2-blocks. If g = a2.

Then |C(a2)|χ1(a2))
χ1(1) = 1 · 1

1 mod 2 = 1̄, |C(a2)|χ2(a2)
χ2(1) = 1̄, |C(a2)|χ3(a2))

χ3(1) = 1̄, |C(a2)|χ4(a2)
χ4(1)

= 1̄, |C(a2)|χ5(a2)
χ5(1) = 1̄, and the same way for all g ∈ D8. Then we have the new table
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|C(g)|χ(g)
χ(1) 1 a2 {a, a3} {b, a2b} {ab, a3b}

χ1 1̄ 1̄ 0̄ 0̄ 0̄
χ2 1̄ 1̄ 0̄ 0̄ 0̄
χ3 1̄ 1̄ 0̄ 0̄ 0̄
χ4 1̄ 1̄ 0̄ 0̄ 0̄
χ5 1̄ 1̄ 0̄ 0̄ 0̄

Table 1.15: The 2-blocks of D8.

Thus D8 has one 2-block only B0 = {χ1, χ2, χ3, χ4, χ5}. Moreover,

2dχ1(1)2 = |G|2
2d(1 = 20)2 = (8)2

2d20 = 23.

Then d(χ1) = d(χ2) = d(χ3) = d(χ4) = d = 3.

2dχ5(1)2 = |G|2
2d(2)2 = (8)2

2d2 = 23.

Then d(χ5) = d = 2, hence d(B0) = max {d(χ1), d(χ2), d(χ3), d(χ4), d(χ5)} = 3.
h(χ5) = d(B0)− d(χ5) = 3− 2 = 1, χ1, χ2, χ3 and χ4 of height zero.

Example 1.8. Let G = V4 ∼= C2 × C2 and p = 2. The character table of V4 is given below:

conjugacy class 1 a b ab
|C(g)| 1 1 1 1
χ1 1 1 1 1
χ2 1 -1 1 -1
χ3 1 1 -1 - 1
χ4 1 -1 -1 1

Table 1.16: The character of V4.

By the relation |C(g)|χi(g)
χi(1) mod p, ∀i, ..., k(G),∀ g ∈ G. We can find the 2-blocks. If g = a.

Then |C(a)|χ1(a)
χ1(1) = 1 · 1

1 mod 2 = 1̄, |C(a)|χ2(a)
χ2(1) = 1̄, |C(a)|χ3(a)

χ3(1) = 1̄, |C(a)|χ4(a)
χ4(1) = 1̄, and

the same way for all g ∈ V4. Then we have the new table
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|C(g)|χ(g)
χ(1) 1 a b ab

χ1 1̄ 1̄ 1̄ 1̄
χ2 1̄ 1̄ 1̄ 1̄
χ3 1̄ 1̄ 1̄ 1̄
χ4 1̄ 1̄ 1̄ 1̄

Table 1.17: The 2-blocks of V4.

Thus V4 has one 2-block only B0 = {χ1, χ2, χ3, χ4}.
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Chapter 2

Relative Commutativity Degree

In this chapter, we will present three sections, in the first section; we will study the definition of a
probability that two elements of a group commute, and state theories which give us an equivalent
definition and upper boundary of this concept. In the second section, we will study some examples
of the probability that two elements of a group commute, and in the third and last section, we will
study the definition of a probability that a randomly chosen commutator is equal to a given
element of a group G, state a theorem which gives us an equivalent definition via character theory
with some examples, and mention some recent investigations into this concept. The basic
references of this chapter are [2],[3],[5],[10],[11],[12],[13],[15],[17] and [24].

2.1 Probability of commuting elements in group theory
In this section, we will study the probability that two elements of a group commute.

Probabilistic method is the concept used to deal with random experiments whose outcomes can be
predicted beforehand which statisticians employ to help them to know the extent of simple random
representations. Let X = {A,M, ..., L} be a set of events, so the event A has a probability P(A),
which is calculated by the probability function P : X −→ R given by the following equation:

P (A) = Number of events classifiable as A
Total number of possible events (2.1)

Taking into consideration that the previous equation has to fulfil three conditions. The first
condition to be fulfilled is that the value of every probability has to be between zero, which
indicates the impossibility of the event, and one, which indicates that the occurrence of the event
is confirmed. The second condition is that the sum of all probabilities has to equal one. The third
condition is for two disjoint subsets A and M of X, we have P (A∪M) = P (A) + P (M). With the
advancement of science it became possible to apply the concept of probability in several areas,
including group theory.
In this section, we will calculate the probability of commuting pairs of two subgroup elements of
G, in the sense that, if H and K subgroups of G and from equation (2.1) then we have

P (H,K) = Number of ordered pairs (h, k) ∈ H ×Ksuch that hk = kh

Total number of order pairs (h, k) ∈ H ×K

= |{(h, k) ∈ H ×K : hk = kh}|
|H ×K|

since |H ×K| = |H||K| and if hk = kh that is mean [h, k] = 1G. Therefore,

P (H,K) = |{(h, k) ∈ H ×K : [h, k] = 1G}|
|H||K|

(2.2)

we can generalize it as follows: if n,m ∈ N then the probability that a randomly chosen
commutator of weight n+m of H ×K is equal to the identity element of G
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P (n,m)(H,K) = |{(h1, ..., hn, k1, ..., km) ∈ Hn ×Km : [h1, ..., hn, k1, ..., km] = 1G}|
|H|n|K|m

, (2.3)

where [h1, ..., hn, k1, ..., km] = h−1
1 · · ·h−1

n k−1
1 · · · k−1

m h1 · · ·hnk1 · · · km, h1, · · · , hn ∈ H, k1, · · · , km
∈ K. So that equation (2.2) is a special case when n = m = 1 (P (1,1)(H,K) = P (H,K)). Now
we can define the relative commutativity degree of the group G by the following definition.

Definition 2.1. Let G be a group. Let H and K be subgroups of G. We define d(H,K) as the
relative commutativity degree of H and K such that

d(H,K) = P (1,1)(H,K) = |{(h, k) ∈ H ×K : [h, k] = 1G}|
|H||K|

=
∑
h∈H |CK(h)|
|H||K|

.

Where CK(h) is the centralizer of h ∈ H in K.

Remark.
1)If H = K = G, then

d(H,K) = d(G,G) = d(G) = P (1,1)(G,G) = P (G)

such that

d(G) = |{(x, y) ∈ G×G : [x, y] = 1G}|
|G|2

(2.4)

2)The generalization of d(G) is

d(H,G)(n) = |{(h1, . . . , hn, x) ∈ Hn ×G : [h1, . . . , hn, x] = 1G}|
|H|n|G|

.

3)Obviously if G abelian, then d(H,K) = d(G) = 1.

The following theorem gives us the equivalent definition of the probability of G by a number of
conjugacy classes of G, as noted in [2],[3],[11],[12],[17, Lemma 1.1] and [24].
Theorem 2.1. Let G be a group which acts on a finite set {(x, y) ∈G×G : [x, y] = 1G} by
conjugation. Then

d(G) = P (G) = |{(x, y) ∈G×G : [x, y] = 1G}|
|G|2

= k(G)
|G| .

Proof. Let C(x1), ..., C(xk(G)) be distinct conjugacy classes of G, where xi ∈ G for all
i = 1, ..., k(G). From (2.4) we have

d(G) = |{(x, y) ∈G×G : [x, y] = 1G}|
|G|2

= |{(x, y) ∈G×G : xy = yx}|
|G|2

=
∑
x∈G |CG(x)|
|G|2

=
∑k(G)
i=1

∑
x∈C(xi) |CG(x)|
|G|2

=
∑k(G)
i=1 [G : CG(xi)]|CG(xi)|

|G|2

=
∑k(G)
i=1 |G|
|G|2

= k(G)|G|
|G|2

= k(G)
|G|
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thus

d(G) = k(G)
|G| .

In the same way we get the following corollary.

Corollary 2.1. Let G be a group. Let H and K be subgroups of G. Then

d(H,K) = |{(h, k) ∈ H ×K : [h, k] = 1G}|
|H||K|

= kK(H)
|H|

where kK(H) is the number of K-cojugacy classes that constitute H.

The following lemma gives us the relation between the number of conjugacy classes of group G
and the number of a conjugacy classes of group G/N such that N is a normal subgroup of G.

Lemma 2.1. Let G be a group. Let N be a normal subgroup of G. Then

k(G) ≤ k(N)k(G/N).

Proof. The proof can be found in [11, Lemma 1, (ii)].

The following lemma gives us the relation between the probability of group G and the probability
of group G/N such that N is a normal subgroup of G, as noted in [11, Lemma 2, (ii)] and [17,
Lemma 1.4].

Lemma 2.2. Let G be a group. Let N be a normal subgroup of G. Then

d(G) ≤ d(N)d(G/N).
In particulars we always have d(G) ≤ d(G/N).

Proof. By Lemma 2.1 we have

k(G) ≤ k(N)k(G/N)
therefore

k(G)
|G|

≤ 1
|G|
|N |
|N |

k(N)k(G/N)

hence
k(G)
|G|

≤ k(N)
|N |

k(G/N)
|G|/|N |

by Theorem 2.1 we have
d(G) ≤ d(N)d(G/N).

The following basic theorem will be helpful to prove the next theorem.

Theorem 2.2. Let G be a group. If G/Z(G) is cyclic, then G is an abelian group.

Proof. Let G/Z(G) be a cyclic group, then there is x ∈ G such that G/Z(G) = 〈xZ(G)〉. Let
a, b ∈ G, then for all n,m ∈ Z we have

aZ(G) = xmZ(G) and bZ(G) = xnZ(G),
hence

a = xmc and b = xnd,

for some c, d ∈ Z(G), therefore,

ab = (xmc)(xnd) = xm(cxn)d = xm(xnc)d = xm+ncd = xn+mcd

= xn(xmd)c = xn(dxm)c = (xnd)(xmc) = ba.

Since c, d ∈ Z(G). Thus G is an abelian group.
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The following theorem gives us the upper boundary of the probability of a non-abelian group G, as
in [2],[11],[13] and [24].

Theorem 2.3. Let G be a non-abelian group. Then d(G) ≤ 5
8 .

Proof. Since G is disjoint union of conjugace classes then

|G| = |C(x1)|+ ...+ |C(xk(G))|,

for all xi ∈ G, i = 1, ..., k(G), if x ∈ Z(G), then |C(x)| = |{y ∈ G : g−1xg = y}|
= |{y ∈ G : x = y}| |{x}| = 1, therefore,

|G| = |Z(G)|+ |C(x1)|+ ...+ |C(xn)|,

where n = k(G)− |Z(G)|. Since C(xi) is non-trivial, hence for all i = 1, ..., n, we have

2 ≤ |C(xi)|

then

2n ≤ |C(x1)|+ ...+ |C(xn)|

since |G| − |Z(G)| = |C(x1)|+ ...+ |C(xn)|, hence

2n ≤ |G| − |Z(G)|

n ≤ |G| − |Z(G)|
2

n+ |Z(G)| ≤ |G| − |Z(G)|
2 + |Z(G)| = |G|+ |Z(G)|

2

k(G) ≤ |G|+ |Z(G)|
2

by Theorem 2.2 we have: if G is non-abelian, then the factor group G/Z(G) is not a cyclic group,
and by the fact that the smallest group is not cyclic it is of order 4, therefore |Z(G)| ≤ |G|/4.
Then

k(G) ≤ |G|+ |Z(G)|
2 ≤ |G|+ (|G|/4)

2 = 5|G|
8

k(G) ≤ 5|G|
8

k(G)
|G|

≤ 5
8

by Theorem 2.1 we have

d(G) ≤ 5
8 .

Remark. d(G) = 5
8 iff the factor group G/Z(G) is isomorphic to the Klein four-group V.

The following lemma gives us the upper boundary of the probability of a non-abelian p-group G,
as in [12] and [18, Lemma 1.3].

Lemma 2.3. Let G be a non-abelian p-group. Then

d(G) ≤ p2 + p− 1
p3 .
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Proof. Since G is p-group, hence there is n ∈ N such that |G| = pn and |Z(G)| = pm where
m ≤ n, m ∈ N then m ≤ n− 2. Therefore,

d(G) =
∑
x∈G |CG(x)|
|G|2

|G|2d(G) =
∑
x∈G
|CG(x)|

(pn)2d(G) =
∑

x∈Z(G)

|CG(x)|+
∑

x∈(G−Z(G))

|CG(x)|

since for all x ∈ Z(G) we have xg = gx for all g ∈ G, hence CG(x) = G for all x ∈ Z(G), then∑
x∈Z(G) |CG(x)| =

∑
x∈Z(G) |G| = |G||Z(G)| = pnpm. Therefore,

= pnpm + (|G| − |Z(G)|)
= pnpm + (pn − pm)
≤ pnpm + pn−1(pn − pm)
= pn+m + pn−1(pn − pm)
= pn+m + p2n−1 − pm+n−1

= pm+n−1(p− 1) + p2n−1

sincem ≤ n− 2
≤ pn−2+n−1(p− 1) + p2n−1

= p2n−3(p− 1) + p2n−1

= p2n−3(p− 1) + p2n−1p−2p2

= p2n−3(p− 1) + p2n−3p2

= p2n−3(p2 + p− 1)
p2nd(G) ≤ p2n−3(p2 + p− 1)

d(G) ≤ p−3(p2 + p− 1)

thus
d(G) ≤ (p2 + p− 1)

p3 .

The following theorem gives us the probability of the direct product of two groups, and we can
apply that to more than two groups, provided that the direct product is limited, as noted in [12].

Theorem 2.4. Let G and H be groups. Let | G |= n, | H |= m and g.c.d(n,m) = 1 for all
n,m ∈ Z+. Then d(G×H) = d(G) · d(H).

Proof. Since | G×H |=| G | · | H |, hence (| G×H |)2 = (| G |)2 · (| H |)2. Then we have for all
(x, y) ∈ G×H,

CG×H((x, y)) = {(g, h) ∈ G×H : (x, y)(g, h) = (g, h)(x, y)}
= {(g, h) ∈ G×H : (xg, yh) = (gx, hy)}
= {g ∈ G : xg = gx} × {h ∈ H : yh = hy}
= CG(x)× CH(y).

Hence | CG×H((x, y)) |=| CG(x)× CH(y) |=| CG(x) | · | CH(y) |, and by definition of d(G×H)
we have
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d(G×H) = |{((x, y), (g, h)) ∈ (G×H)× (G×H) : (x, y)(g, h) = (g, h)(x, y)}|

= 1
| G×H |2

∑
(x,y)∈G×H

| CG×H((x, y)) |

= 1
| G |2 · | H |2

∑
x∈G,y∈H

| CG(x) | · | CH(y) |

= 1
| G |2| H |2

.
∑
x∈G

∑
y∈H
| CG(x) | · | CH(y) |

= 1
| G |2 · | H |2

∑
x∈G
| CG(x) | ·

∑
y∈H
| CH(y) |

=

 1
| G |2

∑
x∈G
| CG(x) |

·
 1
| H |2

∑
y∈H
| CH(y) |


= d(G) · d(H).

2.2 Exampels
In this section, we will study some examples of calculating the probability of commuting pairs
elements of G.

Example 2.1. Let G = S3 = {(1), (12), (13), (23), (123), (132) }. Then

d(S3) = P (S3) = |{(x, y) ∈S3 ×S3 : [x,y]= (1) }|
|S3|2

· (1) (12) (13) (23) (123) (132)
(1) * * * * * *
(12) * *
(13) * *
(23) * *
(123) * * *
(132) * * *

Table 2.1: Commute Elements in S3.

{(x, y) ∈S3 ×S3 : [x,y]= (1) } = {((1), (1)), ((1), (12)), ((1), (13)), ((1), (23)), ((1), (123)),
((1),(132)) , ((12),(1) ) , ((12), (12)) ,((13),(1)), ((13), (13)) ,((23),(1)) , ((23),(23)),
((123),(1)) ,((123),(123)),((123),(132)), ((132),(1)),((132),(123)),((132),(132))}. Therefore,
|{(x, y) ∈S3 ×S3 : [x,y]= (1) }| = 18. So, P(S3) = 18

36 = 1
2 , and by Theorem 2.1 we have

P (S3) = k(S3)
|S3|

= 3
6 = 1

2 .

Example 2.2. Let G = D8 = {1, a, a2, a3, b, ab, a2b, a3b}. Then
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· 1 a a2 a3 b ab a2b a3b
1 * * * * * * * *
a * * * *
a2 * * * * * * * *
a3 * * * *
b * * * *
ab * * * *
a2b * * * *
a3b * * * *

Table 2.2: Commute Elements in D8.

d(D8) = P (D8) = |{(x, y) ∈D8 ×D8 : [x,y]=1 }|
|D8|2

{(x, y) ∈ D8 ×D8 : [x, y] = 1} = {(1, 1), (1, a), (1, a2), (1, a3), (1, b), (1, ab), (1, a2b), (1, a3b), (a, 1),
( a2, 1), (a3, 1), (b, 1), (ab, 1), (a2b, 1), (a3b, 1), (b, b), (a, a2), (a, a3), (a, a), (a2, a), (a2, a2), (a2, a3),
(a2, b), (a2, ab), (a2, a2b), (a2, a3b), (a3, a), (a3, a2), (a3, a3), (b, a2), (b, a2b), (ab, a2), (ab, ab), (ab, a3b),
(a2b, a2), (a2b, b), (a2b, a2b), (a3b, a2), (a3b, ab), (a3b, a3b)}. Therefore, |{(x, y) ∈D8 ×D8 : [x,y]=1
}| = 40. So, P(D8) = 40

64=5
8 , and by Theorem 2.1 we have

P (D8) = k(D8)
|D8|

= 5
8 .

Satisfies the Remark D8/〈a2〉 ∼= V (mentioned earlier on page 21).

Example 2.3. Let G = S4. Then

d(S4) = P (S4) = |{(x, y) ∈ S4 × S4 : [x, y] = (1)}|
|S4|2
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Therefore, |{(x, y) ∈S4 ×S4 : [x,y]= (1) }| = 120. So, P(S4) = 120
576 = 5

24 , and by Theorem 2.1
we have

P (S4) = k(S4)
|S4|

= 5
24 .

Example 2.4. Let G = A5. Then

d(A5) = P (A5) = |{(x, y) ∈A5 ×A5 : [x,y]= (1) }|
|A5|2

From Table 2.4 we have |{(x, y) ∈A5 ×A5 : [x,y]= (1) }| = 300. So, P(A5) = 300
3600 = 5

60 = 1
12 ,

and by Theorem 2.1 we have

P (A5) = k(A5)
|A5|

= 5
60 = 1

12 .
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2.3 Probability of a commutator that is equal to a given
element

In this section, we will study the probability that a randomly chosen commutator is equal to a given
element of G.

Given two subgroups H and K of G and two natural numbers n and m, where h ∈ H and
k ∈ K. If the commutator [h, k] = g such that g ∈ G then the probability that a randomly chosen
commutator of weight n+m of H ×K is equal to a given element of G is defined as follows:

P (n,m)
g (H,K) = |{(h1, ..., hn, k1, ..., km) ∈ Hn ×Km : [h1, ..., hn, k1, ..., km] = g}|

|H|n|K|m
(2.5)

is clearly a generalization of P (n,m)(H,K), when g = 1G. The case n = m = 1 is called
generalized commutativity degree of G which dg(H,K) = Pg(H,K).

The following proposition gives us the relation between the probability of a commutator that is
equal to a given element g from G and the probability of a commutator that is equal to the inverse
of g, as in [3, Proposition 2.4].

Proposition 2.1. Let G be a group. Let H and K be subgroups of G. Then

P (n,m)
g (H,K) = P

(m,n)
g−1 (K,H).

Proof. From (2.5) we have

P (n,m)
g (H,K) = |{(h1, ..., hn, k1, ..., km) ∈ Hn ×Km : [h1, ..., hn, k1, ..., km] = g}|

|H|n|K|m

= |{(h1, ..., hn, k1, ..., km) ∈ Hn ×Km : [h1, ..., hn, k1, ..., km]−1 = g−1}|
|H|n|K|m

by the commutator rules we get

= |{(km, ..., k1, hn, ..., h1) ∈ Km ×Hn : [km, ..., k1, hn, ..., h1] = g−1}|
|K|m|H|n

= P
(m,n)
g−1 (K,H).

The following theorem gives us the significant restriction of the P (n,m)
g (H,K), as in [2, Theo-

rem 1.1] and [3, Theorem 3.3].

Theorem 2.5. Let G be a group. Let H and K be subgroups of G. Let p be the smallest prime
divisor of |G|. Then
(i) P (n,m)

g (H,K) ≤ 2pn + p− 2
pm+n ;

(ii) P (n,m)
g (H,K) ≥ (1− p)|YHn |+ p|Hn|

|Hn||Km|
− (|K|+ p)|CH(K)|n

|Hn||Km|
;

where YHn = {[x1, ..., xn] ∈ Hn : CK([x1, ..., xn]) = 1}.

Proof. The proof can be found in [3, Theorem 3.3].

The following corollary comes from achieving equality in Theorem 2.5 (i), as in [2, Corollary
1.2] and [3, Corollary 3.4].
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Corollary 2.2. If P (n,m)
g (H,K) = 2pn + p− 2

pm+n and p 6= 2. Then

[H : CH(K)] ≤ p · p1/n

(p− 2)1/n .

Proof. The proof can be found in [3, Corollary 3.4].

The following theorem comes from exercise (3.9) page 45 in [15] which will be helpful to proof
the next lemma. We shall study and investigate the coefficients aijv for i, j, v = 1, ..., k(G) in more
details in Chapter 6.

Theorem 2.6. Let G be a group. Let C(g1), ..., C(gk(G)) be the distinct conjugacy classes of G
where gi ∈ G for all i = 1, · · · , k(G). Let gi ∈ C(gi) be a representatives and let aijv be the integers
defined by

KiKj =
k(G)∑
v=1

aijvKv.

Then

aijv = |C(gi)||C(gj)|
|G|

∑
χ∈Irr(G)

χ(gi)χ(gj)χ(g−1
v )

χ(1) .

Proof. We have

KiKj =
k(G)∑
t=1

aijtKt

ωχ(KiKj) =
k(G)∑
t=1

ωχ(aijtKt)

since, ωχ is an algebra homomorphism

ωχ(Ki)ωχ(Kj) =
k(G)∑
t=1

aijtωχ(Kt)

since, ωχ(Kl) = |C(gl)|χ(gl)
χ(1) for all l = 1, ..., k(G), then for each χ ∈ Irr(G) we have

|C(gi)|χ(gi)|C(gj)|χ(gj)
χ(1)2 =

k(G)∑
t=1

aijt
|C(gt)|χ(gt)

χ(1)

|C(gi)|χ(gi)|C(gj)|χ(gj)
χ(1) =

k(G)∑
t=1

aijt|C(gt)|χ(gt)

|C(gi)|χ(gi)|C(gj)|χ(gj)χ(g−1
v )

χ(1) =
k(G)∑
t=1

aijt|C(gt)|χ(gt)χ(g−1
v ).

Summing over all χ ∈ Irr(G), we have
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|C(gi)||C(gj)|
∑

χ∈Irr(G)

χ(gi)χ(gj)χ(g−1
v )

χ(1) =
∑

χ∈Irr(G)

k(G)∑
t=1

aijt|C(gt)|χ(gt)χ(g−1
v )

=
k(G)∑
t=1

aijt|C(gt)|
∑

χ∈Irr(G)

χ(gt)χ(g−1
v )

by the Second Orthogonality Relation Theorem

=
k(G)∑
t=v=1

aijv|C(gv)||CG(gv)|

= aijv|G|

thus
aijv = |C(gi)||C(gj)|

|G|
∑

χ∈Irr(G)

χ(gi)χ(gj)χ(g−1
v )

χ(1) .

The following lemma comes from exercise (3.10)(a) page 45 in [15] which will be helpful to proof
the next lemma.

Lemma 2.4. Let G be a group and g ∈ G. Fix x ∈ G. Then g ∼ [x, y] for some y ∈ G iff∑
χ∈Irr(G)

|χ(x)|2χ(g−1)
χ(1) 6= 0.

Proof. Let g ∼ [x, y] for some y ∈ G. Then there is h ∈ G such that gh = x−1y−1xy, i.e., xgh ∼ x.
By Theorem 2.6, if x ∈ C(gi) and g ∈ C(gj), then aij i 6= 0 since xgh = xy ∈ C(gi). We have

aij i 6= 0.

From Proposition 1.1(2) we have

|C(gi)||C(gj)|
|G|

∑
χ∈Irr(G)

χ(x)χ(g)χ(x−1)
χ(1) 6= 0

since χ(g) = χ(g−1) for all g ∈ G, then∑
χ∈Irr(G)

|χ(x)|2χ(g−1)
χ(1) 6= 0.

Conversely, let
∑
χ∈Irr(G)

|χ(x)|2χ(g−1)
χ(1) 6= 0, then aij i 6= 0 where x ∈ C(gi) and g ∈ C(gj).

So, for some h, k, l ∈ G we have

xhgk = h−1xhgk = xl

xhgk = hxl

xhgkh−1 = hxlh−1

xgkh
−1

= xlh
−1

if we take z = kh−1 and y = lh−1, then

xgz = xy

gz = x−1xy = [x, y]
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therefore, there is z ∈ G such that gz = [x, y]. Thus g ∼ [x, y].

The following lemma comes from exercise (3.10)(b) page 45 in [15] which gives us the sum of
χ(g)/χ(1) is not equal to zero when the element g belongs to the derived group which will be helpful
to proof the next theorem.

Lemma 2.5. Let G be a group and g ∈ G. Then g = [x, y] for some x, y ∈ G iff∑
χ∈Irr(G)

χ(g)
χ(1) 6= 0.

Proof. Let g = [x, y] for some x, y ∈ G. By Lemma 2.4 we have∑
χ∈Irr(G)

|χ(x)|2χ(g−1)
χ(1) 6= 0

by Theorem First Orthogonal Relation Theorem we have

1
|G|

∑
z∈G
|χ(z)|2 = 1

then ∑
χ∈Irr(G)

χ(g)
χ(1) =

∑
χ∈Irr(G)

(
1
|G|

∑
z∈G
|χ(z)|2

)
χ(g)
χ(1)

= 1
|G|

∑
z∈G

∑
χ∈Irr(G)

|χ(z)|2χ(g)
χ(1) .

For each z ∈ G, ∑
χ∈Irr(G)

|χ(z)|2χ(g)
χ(1) = alj l|G|

|C(gl)||C(gj)|

where z ∈ C(gl) and g ∈ C(gj) is non-negative since by that if KiKj =
∑k(G)
v=1 aijkKv, then the

multiplication constants aijv are non-negative integers. Therefore,∑
χ∈Irr(G)

χ(g)
χ(1) 6= 0.

Conversely, let
∑
χ∈Irr(G)

χ(g)
χ(1) 6= 0. Then

1
|G|

∑
χ∈Irr(G)

∑
z∈G

|χ(z)|2χ(g)
χ(1) 6= 0.

So,
∑
χ∈G
|χ(w)|2χ(g)

χ(1) 6= 0, for some w ∈ G. Then by Lemma 2.4 we have for some y ∈ G

g ∼ [w, y]

then there is h ∈ G such that
gh = [w, y]

g = [w, y]h
−1

g = [wh
−1
, yh

−1
]

so that g = [x, yh−1 ] where x = wh
−1
.
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The following theorem comes from exercise 3 page 183 in [5] which is the most important theo-
rem that will help us convey the concept of probability and its calculation method via the character
theory.

Theorem 2.7. Let G be a group, and let’s define the function

ψ : G −→ C
given by

ψ(g) = |{(x, y) ∈ G×G : [x, y] = g}|,

for all g ∈ G. Then ψ(g) =
∑k(G)
i=1

|G|
χi(1)χi(g).

Proof. Since g ∈ G′ then by Lemma 2.5 we have
∑k(G)
i=1

χi(g)
χi(1) 6= 0, and since |G| = |CG(g)||C(g)|,

for all g ∈ G, hence we have

ψ(g) =
k(G)∑
i=1

|G|
χi(1)χi(g)

ψ(g) =
k(G)∑
i=1

|CG(g)||C(g)|
χi(1) χi(g)

ψ(g) = |CG(g)|
k(G)∑
i=1

|C(g)|
χi(1) χi(g)

since |C(g)|
χi(1) χi(g) = ωχi

(K) for all i = 1, ..., k(G), where K is class sum ( K =
∑
g∈C(g) g ). Then

ψ(g) = |CG(g)|
k(G)∑
i=1

ωχi
(K)

ψ(g) = |CG(g)|
k(G)∑
i=1

Z(χi).

On the other hand, we have

ψ(g) = |{(x, y) ∈ G×G : [x, y] = g}|

ψ(g) = |{(x, y) ∈ G×G : x−1y−1xy = g}|

ψ(g) = |{(x, y) ∈ G×G : xy = yxg}|

ψ(g) = |{x ∈ G and y ∈ CG(x) : xy = yxg}|

ψ(g) = |{x ∈ G and y ∈ CG(x) : xy = xyg}|

ψ(g) = |{xy ∈ FixG(g) and y ∈ CG(x) : xy = xyg}|

ψ(g) = |{FixG(g)× CG(x)}| = |CG(x)| · |FixG(g)|.
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Corollary 2.3. Let G be a group. Then the function

ψ : G −→ C

given by
ψ(g) = |{(x, y) ∈ G×G : [x, y] = g}|,

is a character.

Proof. Since ψ is a class function and ψ(g) ∈ N for all g ∈ G. Thus, ψ is a character.

The following theorem gives us the method for calculating the probability of a commutator that
is equal to a given element of G by the character theory, as in [2] and [3].

Theorem 2.8. Let G be a group and g ∈ G. Then

Pg(G) = 1
|G|

∑
χ∈Irr(G)

χ(g)
χ(1) .

Proof. By definition of Pg(G) we have

Pg(G) = |{(x, y) ∈ G×G : [x, y] = g}|
|G|2

,

and by Theorem 2.7 we have

Pg(G) = 1
|G|2

∑
χ∈Irr(G)

|G|
χ(1)χ(g),

thus

Pg(G) = 1
|G|

∑
χ∈Irr(G)

χ(g)
χ(1) .

The following are some examples in character theory which calculate Pg(G) for all g ∈ G. Since
the conjugate elements of a group G have the same character, then the conjugate elements have
the same probability of a commutator that is equal to a given element from G.

Example 2.5. Let G = S3 and by Table 1.6 we have
1)When g = (1), then

P(1)(S3) = 1
|S3|

∑
χ∈Irr(S3)

χ ((1))
χ ((1)) = 1

|S3|
k(S3) = 3

6 = 1
2 .

2)When g ∈ C((12)), then

Pg(S3) = 1
|S3|

∑
χ∈Irr(S3)

χ (g)
χ ((1)) = 1

6(1− 1 + 0) = 0.

3)When g ∈ C((123)), then

Pg(S3) = 1
|S3|

∑
χ∈Irr(S3)

χ (g)
χ ((1)) = 1

6(1 + 1− 1
2) = 1

4 .

Therefore, ∪g∈S3Pg(S3) = 1.
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Example 2.6. Let G = D8 and by Table 1.14 we have
1)When g = 1, then

P1(D8) = 1
|D8|

∑
χ∈Irr(D8)

χ (1)
χ (1) = 1

|D8|
k(D8) = 5

8 .

2)When g ∈ C(a2), then

Pg(D8) = 1
|D8|

∑
χ∈Irr(D8)

χ (g)
χ (1) = 1

8(1 + 1 + 1 + 1− 2
2) = 3

8 .

3)When g ∈ C(b), then

Pg(D8) = 1
|D8|

∑
χ∈Irr(D8)

χ (g)
χ (1) = 1

8(1− 1 + 1− 1 + 0) = 0.

4)When g ∈ C(a), then

Pg(D8) = 1
|D8|

∑
χ∈Irr(D8)

χ (g)
χ (1) = 1

8(1 + 1− 1− 1 + 0) = 0.

5)When g ∈ C(ab), then

Pg(D8) = 1
|D8|

∑
χ∈Irr(D8)

χ (g)
χ (1) = 1

8(1− 1− 1 + 1 + 0) = 0.

Therefore, ∪g∈D8Pg(D8) = 1.

Example 2.7. Let G = S4 and by Table 1.1 we have
1)When g = (1), then

P(1)(S4) = 1
|S4|

∑
χ∈Irr(S4)

χ ((1))
χ ((1)) = 1

|S4|
k(S4) = 5

24 .

2)When g ∈ C((12)), then

Pg(S4) = 1
|S4|

∑
χ∈Irr(S4)

χ (g)
χ ((1)) = 1

24(1− 1 + 0 + 1
3 −

1
3) = 0.

3)When g ∈ C((123)), then

Pg(S4) = 1
|S4|

∑
χ∈Irr(S4)

χ (g)
χ ((1)) = 1

24(1 + 1− 1
2 + 0 + 0) = 1

16 .

4)When g ∈ C((1234)), then

Pg(S4) = 1
|S4|

∑
χ∈Irr(S4)

χ (g)
χ ((1)) = 1

24(1− 1 + 0− 1
3 + 1

3) = 0.

5)When g ∈ C((12)(34)), then

Pg(S4) = 1
|S4|

∑
χ∈Irr(S4)

χ (g)
χ ((1)) = 1

24(1 + 1 + 1− 1
3 −

1
3) = 7

72 .

Therefore, ∪g∈S4Pg(S4) = 1.
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Chapter 3

Relative Tensor Degree

In this chapter, we will present three sections; in the first section, we will introduce definitions of
a compatiplity action and non-abelian tensor product of normal subgroups H and K of G, establish
some basic properties that describe the main calculus rules in the non-abelian tensor product, explain
the relation between the non-abelian tensor product group H ⊗ K and the derived group [H,K],
and state the proposition which gives us the isomorphism between H ⊗ K and K ⊗ H. In the
second section, we will study the definitions of tensor centralizer and tensor center which have been
developed in the previous section, the algebraic structures of these concepts, the definition of the
relative tensor degree, and explain the relation between the tensor centralizer and the tensor degree,
and in the third and last section, we will study the relation between the relative commutative degree
and relative tensor degree. The basic references of this chapter are[4],[6],[19] and [23].

3.1 Compatiplity Action and Non-abelian Tensor Product
We will study the compatiplity action and non-abelian tensor product.

The following definition we will state the act compatibly as in [4], [6] and [19, Definition 1.2.1].

Definition 3.1. Let G be a group. Let H and K be normal subgroups of G. We say that H and K
act compatibly on each other if:

(
hk1

2

)
h1 =

(
(hh

−1
1

2 )k1
)
h1 and

(
kh1

2

)
k1 =

(
(kk

−1
1

2 )h1
)
k1 ,

for all h1, h2 ∈ H and k1, k2 ∈ K. When the action is given by conjugation.

Example 3.1. Let G = D8. Let H = 〈a〉 and K = 〈a2, b〉 be normal subgroups of D8. Consider
h1 = a, h2 = a2 ∈ H and k1 = a2, k2 = b ∈ K. Then

(a2a
2

)a = ((a2a3
)a

2
)a → a2 = a2

(ba)a
2

= ((ba
2
)a)a

2
→ a2b = a2b

the same way for all h1, h2 ∈ H and k1, k2 ∈ K. Thus, H and K act compatibly on each other.

Example 3.2. Let G = S4. Let H = {(1), (12)(34), (13)(24), (14)(23)} and K = A4 be normal
subgroups of S4. Consider h1 = (13)(24), h2 = (14)(23) ∈ H and k1 = (142), k2 = (234) ∈ K. Then

((234)(13)(24))(142) 6= (((234)(124))(13)(24))(142) → (124) 6= (132).

Thus, H and K do not act compatibly on each other.
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We will state the non-abelian tensor product as in [4] page 1, [6] in page 178 and [19, Definition
1.2.4].

Definition 3.2. Let G be a group. Let H and K be normal subgroups of G which act on each
other compatibly. Let h ∈ H and k ∈ K. We define the group H ⊗K as the non-abelian tensor
product of H and K generated by the symbols h⊗ k such that

h1h2 ⊗ k1 = (hh1
2 ⊗ k

h1
1 )(h1 ⊗ k1) and h1 ⊗ k1k2 = (h1 ⊗ k1)(hk1

1 ⊗ k
k1
2 ),

for all h1, h2 ∈ H and k1, k2 ∈ K.

The following proposition gives us the action of normal subgroups on the non-abelian tensor
product in group G, as in [16, Proposition 1] and [6, Proposition 1.2.6].

Proposition 3.1. Let G be a group. Let H and K be normal subgroups of G which act on each
other compatibly. Then H and K act on the non-abelian tensor product group H ⊗ K by:

(h′ ⊗ k)h = (h′)h ⊗ (k)h and (h⊗ k′)k = (h)k ⊗ (k′)k,

for all h, h′ ∈ H and k, k′ ∈ K.

Proof. Let h, h′ ∈ H and k, k′ ∈ K. Then

(h′)h ⊗ (k)h = (1H · h′)h ⊗ (k)h = 1hH · h′h ⊗ kh.
by Definition 3.2

=
(
((h′h)1H )h ⊗ ((kh)1H )h

)(
1hH ⊗ kh )

=
(
(h′)1Hh ⊗ (k)1Hh

)(
1hH ⊗ kh )

=
(
(h′)1H ⊗ (k)1H

)
h
(
1H ⊗ k

)
h

=
[(

(h′)1H ⊗ (k)1H
)(

1H ⊗ k
)]
h

by Definition 3.2
=
[
(1Hh′ ⊗ k)

]
h

= (h′ ⊗ k)h.

Thus, (h′ ⊗ k)h = (h′)h ⊗ (k)h, and the same way to prove (h⊗ k′)k = (h)k ⊗ (k′)k.

The following lemmas describe the main calculus rules in H ⊗ K, as in [6, Proposition 3.], [19,
Proposition 1.2.8] and [23] page 1.

Lemma 3.1. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. If h ∈ H and k ∈ K. Then

1H ⊗ k = h⊗ 1K = 1H⊗K
in the non-abelian tensor product group H ⊗ K.
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Proof. Let h, h1 ∈ H and k, k1 ∈ K.

If k = k1 = 1K , then (h⊗ kk1) = (h⊗ k)(h⊗ k1)k

(h⊗ 1K) = (h⊗ 1K)(h⊗ 1K)1K

(h⊗ 1K) = (h⊗ 1K)(h⊗ 1K)
(h⊗ 1K )−1

−−−−−−−→
1H⊗K = (h⊗ 1K)→ (1)

and if h = h1 = 1H , then (hh1 ⊗ k) = (h1 ⊗ k)h(h⊗ k)
(1H ⊗ k) = (1H ⊗ k)1H (1H ⊗ k)
(1H ⊗ k) = (1H ⊗ k)(1H ⊗ k)

(1H ⊗ k)−1

−−−−−−−→
1H⊗K = (1H ⊗ k)→ (2)

by (1) and (2) we have
1H ⊗ k = h⊗ 1K = 1H⊗K .

Lemma 3.2. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. If h ∈ H and k ∈ K. Then

(h⊗ k)−1 = (h−1 ⊗ k)h = (h⊗ k−1)k

in the non-abelian tensor product group H ⊗ K.

Proof. Let h, h1 ∈ H and k, k1 ∈ K.

If k1 = k−1, then (h⊗ kk1) = (h⊗ k)(h⊗ k1)k

(h⊗ 1K) = (h⊗ k)(h⊗ k−1)k

1H⊗K = (h⊗ k)(h⊗ k−1)k

(h⊗ k)−1

−−−−−−→
(h⊗ k)−1 = 1H⊗K(h⊗ k−1)k

(h⊗ k)−1 = (h⊗ k−1)k → (1)
and if h1 = h−1, then (hh1 ⊗ k) = (h1 ⊗ k)h(h⊗ k)

(1H ⊗ k) = (h−1 ⊗ k)h(h⊗ k)
1H⊗K = (h−1 ⊗ k)h(h⊗ k)

(h⊗ k)−1

←−−−−−−−
(h⊗ k)−1 = (h−1 ⊗ k)h → (2)

by (1) and (2) we have
(h⊗ k)−1 = (h−1 ⊗ k)h = (h⊗ k−1)k.

Lemma 3.3. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. If h, h1 ∈ H and k, k1 ∈ K. Then

(h⊗ k)(h1 ⊗ k1)hk = (h1 ⊗ k1)kh(h⊗ k)
in the non-abelian tensor product group H ⊗ K.
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Proof. by Definition 3.2 of hh1 ⊗ kk1 we have

hh1 ⊗ kk1 = (h1 ⊗ kk1)h(h⊗ kk1)
=
(
(h1 ⊗ k)(h1 ⊗ k1)k

)
h
(
(h⊗ k)(h⊗ k1)k )

= (h1 ⊗ k)h(h1 ⊗ k1)kh(h⊗ k)(h⊗ k1)k → (1)
and

hh1 ⊗ kk1 = (hh1 ⊗ k)(hh1 ⊗ k1)k

=
(
(h1 ⊗ k)h(h⊗ k)

)(
(h1 ⊗ k1)h(h⊗ k1)

)
k

= (h1 ⊗ k)h(h⊗ k)(h1 ⊗ k1)hk(h⊗ k1)k → (2)
by (1) and (2) we have

(h1 ⊗ k)h(h1 ⊗ k1)kh(h⊗ k)(h⊗ k1)k = (h1 ⊗ k)h(h⊗ k)(h1 ⊗ k1)hk(h⊗ k1)k

(
(h1 ⊗ k)h

)
−1

−−−−−−−−−−→(
(h⊗ k1)k

)
−1

←−−−−−−−−−−
thus

(h⊗ k)(h1 ⊗ k1)hk = (h1 ⊗ k1)kh(h⊗ k).

Lemma 3.4. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. If h, h2 ∈ H and k, k2 ∈ K. Then

(h2 ⊗ k2)h⊗k = (h2 ⊗ k2)[h,k]

in the non-abelian tensor product group H ⊗ K.

Proof. By Lemma 3.3 we have for all h,h1 ∈ H and k,k1∈ K

(h1 ⊗ k1)kh(h⊗ k) = (h⊗ k)(h1 ⊗ k1)hk

(h⊗ k)−1

−−−−−−→

(h⊗ k)−1(h1 ⊗ k1)kh(h⊗ k) = (h1 ⊗ k1)hk

khh−1k−1 = 1−−−−−−−−−→

(h⊗ k)−1(h1 ⊗ k1)kh(h⊗ k) = ((h1 ⊗ k1))khh
−1k−1hk

(h⊗ k)−1(hkh1 ⊗ kkh1 )(h⊗ k) = ((hkh1 ⊗ kkh1 ))h
−1k−1hk

((hkh1 ⊗ kkh1 ))(h⊗k) = ((hkh1 ⊗ kkh1 ))[h,k]

and let h2 = hkh1 , k2 = kkh1 , thus

((h2 ⊗ k2))(h⊗k) = ((h2 ⊗ k2))[h,k].
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Lemma 3.5. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. If h ∈ H and k, k1 ∈ K. Then(

h(h−1)k
)
⊗k1 = (h⊗ k)

(
(h⊗ k)−1 )k1

in the non-abelian tensor product group H ⊗ K.

Proof.

(h(h−1)k)⊗ k1 = ((h−1)k ⊗ k1)h(h⊗ k1)

= ((h−1)k ⊗ (k1)k
−1k)h(h⊗ k1)

= ((h−1)⊗ (k1)k
−1

)kh(h⊗ k1)
= (h−1 ⊗ k−1k1k)kh(h⊗ k1)

=
[
(h−1 ⊗ k−1)(h−1 ⊗ k1k)k

−1 ]kh(h⊗ k1)

= (h−1 ⊗ k−1)kh(h−1 ⊗ k1k)h(h⊗ k1)
= ((h−1 ⊗ k−1)k)h(h−1 ⊗ k1k)h(h⊗ k1)

by Lemma 3.2

= ((h⊗ k)h
−1

)h(h−1 ⊗ k1k)h(h⊗ k1)
= (h⊗ k)

[
(h−1 ⊗ k1)(h−1 ⊗ k)k1

]
h(h⊗ k1)

= (h⊗ k)(h−1 ⊗ k1)h(h−1 ⊗ k)k1h(h⊗ k1)
by Lemma 3.2

= (h⊗ k)(h⊗ k1)−1(h−1 ⊗ k)k1h(h⊗ k1)
by Lemma 3.3

= (h⊗ k)(h−1 ⊗ k)hk1(h⊗ k1)−1(h⊗ k1)
= (h⊗ k)(h−1 ⊗ k)hk1

= (h⊗ k)((h−1 ⊗ k)h)k1

by Lemma 3.2
= ((h⊗ k)(h⊗ k)−1)k1 .

Lemma 3.6. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. If h, h1 ∈ H and k, k1 ∈ K. Then[

h⊗ k, h1 ⊗ k1

]
= (h(h−1)k)⊗ (kh1

1 k−1
1 )

in the non-abelian tensor product group H ⊗ K.

Proof. If we take (kh = hkh−1 and [h, k] = hkh−1k−1), and since by Lemma 3.5 we have

(h(h−1)k)⊗ (kh1
1 k−1

1 ) = (h⊗ k)((h⊗ k)−1)k
h1
1 k−1

1

= (h⊗ k)((h⊗ k)−1)h1k1h
−1
1 k−1

1

= (h⊗ k)((h⊗ k)−1)[h1,k1]

by Lemma 3.4
= (h⊗ k)((h⊗ k)−1)(h1⊗k1)

= (h⊗ k)(h⊗ k)−(h1⊗k1)

= (h⊗ k)((h⊗ k)(h1⊗k1))−1

= (h⊗ k)((h1 ⊗ k1)(h⊗ k)(h1 ⊗ k1)−1)−1

= (h⊗ k)(h1 ⊗ k1)(h⊗ k)−1(h1 ⊗ k1)−1

= [h⊗ k, h1 ⊗ k1 ].
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The following theorem gives us the relation between the non-abelian tensor product group H ⊗
K and the derived group [H,K].

Theorem 3.1. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. Let h ∈ H and k ∈ K. The map

κH,K : H ⊗K −→ [H,K]
given by

κH,K(h⊗ k) = [h, k] = h−1k−1hk = h−1hk.

Defines a group epimorphism, whose kernal ker κH,K = J(G,H,K) is central in H ⊗K.

Proof. The well-definedness of κH,K is clear. To prove that κH,K is a group homomorphism, it
suffices to show that

(i) κH,K(hh1
2 ⊗ k

h1
1 ) κH,K(h1 ⊗ k1) = (hh1

2 )−1(hh1
2 )k1h1

(h−1
1 hk1

1 )

= (h−1
1 h2h1)−1(hh1

2 )k1h1
(h−1

1 hk1
1 )

= (h−1
1 h−1

2 h1)(hh1
2 )h

−1
1 k1h1(h−1

1 hk1
1 )

= (h−1
1 h−1

2 h1)(h2)h1h
−1
1 k1h1(h−1

1 hk1
1 )

= h−1
1 h−1

2 h1(h2)k1h1h−1
1 hk1

1

= h−1
1 h−1

2 ((h2)k1h1)h
−1
1 hk1

1

= h−1
1 h−1

2 (h2)k1h1h
−1
1 hk1

1

= h−1
1 h−1

2 h2
k1hk1

1

= (h2h1)−1(h2h1)k1

= κH,K(h2h1 ⊗ k1)
= κH,K(h1h2 ⊗ k1).

(ii) κH,K(h1 ⊗ k1) κH,K(hk1
1 ⊗ k

k1
2 ) = (h−1

1 hk1
1 )(hk1

1 )−1(hk1
1 )k2k1

= h−1
1 hk1

1 (hk1
1 )−1(hk1

1 )k2k1

= h−1
1 (hk1

1 )k2k1

= h−1
1 (hk1

1 )k
−1
1 k2k1

= h−1
1 (h1)k1k

−1
1 k2k1

= h−1
1 (h1)k2k1

= κH,K(h1 ⊗ k2k1)
= κH,K(h1 ⊗ k1k2).

Thus, κH,K is a group homomorphism. Since for all h−1hk ∈ [H,K] there is h ⊗ k ∈ H ⊗K.
Hence, κH,K is a group epimorphism. Furthermore,

ker κH,K = {h⊗ k ∈ H ⊗K : κH,K(h⊗ k) = 1G}
= {h⊗ k ∈ H ⊗K : [h, k] = h−1k−1hk = 1G}
= {h⊗ k ∈ H ⊗K : hk = kh, ∀h ∈ H,∀k ∈ K}
= Z(H ⊗K).
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The following proposition gives us the isomorphism between H ⊗ K and K ⊗ H, as in [19,
Proposition 1.2.7].

Proposition 3.2. Let G be a group. Let H and K be normal subgroups of G which act on each
other compatibly. Then H ⊗K ∼= K ⊗H.

Proof. Suppose the map α : H ⊗K → K ⊗H given by α(h⊗ k) = (k⊗h)−1. The well-definedness
of α is clear. α is a group homomorphism since

α(h1h2 ⊗ k) = (k ⊗ h1h2)−1 =
[
(k ⊗ h1)(kh1 ⊗ hh1

2 )
]−1

= (kh1 ⊗ hh1
2 )−1(k ⊗ h1)−1 = α(hh1

2 ⊗ kh1)α(h1 ⊗ k)
and

α(h⊗ k1k2) = (k1k2 ⊗ h)−1 =
[
(kk1

2 ⊗ hk1)(k1 ⊗ h)
]−1

= (k1 ⊗ h)−1(kk1
2 ⊗ hk1)−1 = α(h⊗ k1)α(hk1 ⊗ kk1

2 ),

for all h, h1, h2 ∈ H and k, k1, k2 ∈ K. α is an injective since if α(h1⊗k1) is equal to α(h2⊗k2)
in K ⊗H, then (k1 ⊗ h1)−1 is equal to (k2 ⊗ h2)−1, thus, h1 ⊗ k1 is equal to h2 ⊗ k2 in H ⊗K,
and α is a surjective since for all (k ⊗ h)−1 ∈ K ⊗H there is (h⊗ k) ∈ H ⊗K. Then α is a group
isomorphism. Thus, H ⊗K ∼= K ⊗H.

Special case. If H = K = G. We denote by G ⊗ G the non-abelian tensor square of G. With
considering the map κG,G : G ⊗ G → [G,G ]= G′, given by κG,G(x ⊗ y) = [x, y]. for all x, y ∈ G
such that κG,G is a group epimorphism, and ker κG,G = J(G,G,G) = J(G).

3.2 Tensor Centralizer and Relative Tensor Degree
We will study the tensor centralizer and the relative tensor degree, and explain the relation between
them.

We will state the tensor centralizer as in [23].

Definition 3.3. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. We define the set C⊗K(H) to be the tensor centralizer of H with respect to K such
that

C⊗K(H) = {k ∈ K : h⊗ k = 1H⊗K ,∀h ∈ H}.

We see that C⊗K(H) = ∩h∈HC⊗K(h).

We will state the tensor center as in [23].

Definition 3.4. Let G be a group which acts on itself compatibly. We define the set Z⊗(G) to be
the tensor center of G such that

Z⊗(G) = {g ∈ G : x⊗ g = 1G⊗G,∀x ∈ G}.

We see that Z⊗(G) = C⊗G (G) = ∩x∈GC⊗G (x).
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We will explain below some algebraic structures for some concepts, as in [4] page 2.

Lemma 3.7. Let G be a group. Then C⊗G (x) is a subgroup of G for all x ∈ G.

Proof. The subgroup conditions are verified as follows: C⊗G (x) is not an empty set since by Lemma
3.1 we have x ⊗ 1G = 1G⊗G, hence 1G ∈ C⊗G (x) for all x ∈ G, and consider any two elements g1
and g2 ∈ C⊗G (x). Then

x⊗ g1g2 = (x⊗ g1)(x⊗ g2)g1 = (1G⊗G)(1G⊗G)g1 = 1G⊗G
hence g1g2 ∈ C⊗G (x). Thus C⊗G (x) is a subgroup of G.

Lemma 3.8. Let G be a group. Then Z⊗(G) is a subgroup of G.

Proof. Since Z⊗(G) is equal to ∩x∈GC⊗G (x), and C⊗G (x) is a subgroup of G, for all x ∈ G. Then by
the fact that intersection of subgroups is a subgroup hence, ∩x∈GC⊗G (x) is a subgroup of G, thus
Z⊗(G) is a subgroup of G.

Lemma 3.9. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. Then C⊗K(H) is a subgroup of K.

Proof. The subgroup conditions are verified as follows: C⊗K(h) is not an empty set since by Lemma
3.1 we have h⊗ 1K = 1H⊗K , hence 1K ∈ C⊗K(h) for all h ∈ H, and consider any two elements k1
and k2 ∈ C⊗K(h). Then

h⊗ k1k2 = (h⊗ k1)(h⊗ k2)k1 = (1H⊗K)(1H⊗K)k1 = 1H⊗K
hence k1k2 ∈ C⊗K(h) for all h ∈ H. Thus, C⊗K(h) is a subgroup of K for all h ∈ H, then

∩h∈HC⊗K(h) is a subgroup of K. But ∩h∈HC⊗K(h) is equal to C⊗K(H), thus C⊗K(H) is a subgroup
of K.

Lemma 3.10. Let G be a group. Let H and K be normal subgroups of G. Then C⊗K(h) / CK(h)
for all h ∈ H.

Proof. Let ψ : CK(h) −→ J(G,H,K) = ker κH,K given by ψ(k) = h ⊗ k, where h ⊗ k ∈
J(G,H,K). ψ is a group homomorphism since for all k, k′ ∈ CK(h) we have

ψ(kk′) = h⊗ kk′

= (h⊗ k)(h⊗ k′)k

= (h⊗ k)(h⊗ k′)
= ψ(k)ψ(k′)

then

ker(ψ) = {k ∈ CK(h) : ψ(k) = h⊗ k = 1J(G,H,K) = 1H⊗K}
= {k ∈ CK(h) ⊆ K : h⊗ k = 1H⊗K}
= {k ∈ K : h⊗ k = 1H⊗K}
= C⊗K(h).

Therefore, by the fact that if ψ : G1 −→ G2 is a group homomorphism then ker (ψ) / G1. Thus,
C⊗K(h) / CK(h) for all h ∈ H.
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We will state the relative tensor degree as in [23] page 3.

Definition 3.5. Let G be a group. Let H and K be normal subgroups of G which act on each other
compatibly. We define d⊗(H,K) as the relative tensor degree of H and K such that

d⊗(H,K) = |{(h, k) ∈ H ×K : h⊗ k = 1H⊗K}|
|H||K|

=
∑
h∈H |C

⊗
K(h)|

|H||K|
·

Remark. If H = K = G, then d⊗(G,G) = d⊗(G) of G.

The following lemma deals with different aspects and correlates the tensor centralizers with the
tensor degree, as in [4, Lemma 2.1.] and [23, Lemma 2.2.].

Lemma 3.11. Let G be a group. Let H and K be normal subgroups of G. Then

d⊗(H,K) = 1
| H |

kK(H)∑
i=1

| C⊗K(hi) |
| CK(hi) |

·

If G = HK, then CK(hi)
C⊗K(hi)

is isomorphic to a subgroup of J(G,H,K) and | CK(hi) |
| C⊗K(hi) |

≤ |

J(G,H,K) | for all i = 1, ..., kK(H).

Proof. Since H is a normal subgroup of G, we consider the distinct K-conjugacy classes C(h1), ..., C(hkK(H))
where hi ∈ H for all i = 1, ..., kK(H), that constitute H. Therefore,

d⊗(H,K) =
∑
h∈H |C

⊗
K(h)|

|H||K|

=
∑kK (H)
i=1

∑
h∈C(hi) |C

⊗
K(h)|

|H||K|

=
∑kK (H)
i=1 |K : CK(hi)||C⊗K(hi)|

|H||K|

= 1
|H|

kK(H)∑
i=1

|C⊗K(hi)|
|CK(hi)|

.

Let G = HK. Consider the map

ψ : CK(hi)
C⊗K(hi)

−→ J(G,H,K)

given by
ψ(kC⊗K(hi)) = hi ⊗ k.

Where hi ⊗ k ∈ J(G,H,K), for all i = 1, .., kK(H). ψ is a group homomorphism since

ψ(k1k2C
⊗
K(hi)) = hi ⊗ k1k2 = (hi ⊗ k1)(hi ⊗ k2)k1

= (hi ⊗ k1)(1H⊗K)k1 = (hi ⊗ k1)(1H⊗K)
= (hi ⊗ k1)(hi ⊗ k2) = ψ(k1C

⊗
K(hi))ψ(k2C

⊗
K(hi)),
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for all k1, k2 ∈ CK(hi). ψ is a group monomorphism since

kerψ = {kC⊗K(hi) : ψ(kC⊗K(hi)) = 1H⊗K}
= {kC⊗K(hi) : hi ⊗ k = 1H⊗K}
= {1KC⊗K(hi)} = C⊗K(hi),

hence CK(hi)
C⊗K(hi)

is isomorphic to a subgroup of J(G,H,K) and | CK(hi) |
| C⊗K(hi) |

≤ | J(G,H,K) | for all

i = 1, ..., kK(H).

The following lemma gives us the relative tensor degree of group G. It will be 1 when the tensor
center of G is G itself, and vice versa as well.

Lemma 3.12. d⊗(G) = 1 iff Z⊗(G) = G.

The following theorem gives us the relative tensor degree of the direct product of two groups,
and we can apply them to more than two groups, provided that the direct product is limited.

Theorem 3.2. Let G and H be groups. Let | G |= n, | H |= m and g.c.d(n,m) = 1 for all
n,m ∈ Z+. Then d⊗(G×H) = d⊗(G) · d⊗(H),

Proof. Since | G ×H |=| G | · | H |, hence (| G ×H |)2 = (| G |)2 · (| H |)2. Then we have for all
(x, y) ∈ G×H,

C⊗G×H((x, y)) = {(g, h) ∈ G×H : (x, y)⊗ (g, h) = 1(G×H)⊗(G×H)}
= {(g, h) ∈ G×H : (x⊗ g, y ⊗ h) = 1(G×H)⊗(G×H) = (1G⊗G, 1H⊗H)}
= {g ∈ G : x⊗ g = 1G⊗G} × {h ∈ H : y ⊗ h = 1H⊗H}
= C⊗G (x)× C⊗H(y).

Hence | C⊗G×H((x, y)) |=| C⊗G (x)×C⊗H(y) |=| C⊗G (x) | · | C⊗H(y) |, and by definition of d⊗(G×H)
we have

d⊗(G×H) = 1
| G×H |2

∑
(x,y)∈G×H

| C⊗G×H((x, y)) |

= 1
| G |2 · | H |2

∑
x∈G,y∈H

| C⊗G (x) | · | C⊗H(y) |

= 1
| G |2 · | H |2

∑
x∈G

∑
y∈H
| C⊗G (x) | · | C⊗H(y) |

= 1
| G |2 · | H |2

∑
x∈G
| C⊗G (x) | ·

∑
y∈H
| C⊗H(y) |

=

 1
| G |2

∑
x∈G
| C⊗G (x) |

·
 1
| H |2

∑
y∈H
| C⊗H(y) |


= d⊗(G) · d⊗(H).
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3.3 Results and Boundary of Relative Tensor Degree
In this section, we will study the relation between the relative commutativity degree and the
relative tensor degree.

The following theories and definition give us the relation between the notion of relative tensor
degree with that of relative commutativity degree.

Theorem 3.3. Let G be a group. Let H and K be normal subgroups of G. Let p be the smallest
prime divisor of |G|. Then

d(H,K)
|J(G,H,K)| + |C

⊗
K(H)|
|H|

(
1− 1
|J(G,H,K)|

)
≤ d⊗(H,K)

and

d⊗(H,K) ≤ d(H,K)− (1− 1
p

)
(
|CK(H)| − |C⊗K(H)|

|H|

)
.

Proof. The proof can be found in [4, Theorem 1.1].

The following theorem describes a special case of Theorem 3.3 when H = K = G.

Theorem 3.4. Let G be a group. Let p be the smallest prime divisor of |G|. Then

d(G)
|J2(G)| + |Z

⊗(G)|
|G|

(
1− 1
|J2(G)|

)
≤ d⊗(G)

and

d⊗(G) ≤ d(G)− (1− 1
p

)
(
|Z(G)| − |Z⊗(G)|

|G|

)
.

Proof. The proof can be found in [23, Theorem 2.3].

The following theorem is a consequence of Theorem 3.3, as in [4, Theorem 1.1.].

Theorem 3.5. Let G be a group. Let H and K be normal subgroups of G such that G = HK.
Then

d(H,K)
| J(G,H,K) | ≤ d

⊗(H,K) ≤ d(H,K).

If J(G,H,K) is trivial, then d⊗(H,K) = d(H,K).

Proof. From Lemma 3.11 we have

d⊗(H,K) = 1
| H |

∑kK (H)
i=1

| C⊗K(hi) |
| CK(hi) |

and for all i = 1, ...,kK(H), we have
| CK(hi) |
| C⊗K(hi) |

≤| J(G,H,K) |

hence
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| C⊗K(hi) |
| CK(hi) |

≥ 1
| J(G,H,K) |

then

d⊗(H,K) = 1
| H |

kK(H)∑
i=1

| C⊗K(hi) |
| CK(hi) |

≥ 1
| H |

kK(H)∑
i=1

1
| J(G,H,K) |

= 1
| H |

· 1
| J(G,H,K) |

kK (H)∑
i=1

1

= 1
| H |

· 1
| J(G,H,K) |kK(H)

= kK(H)
| H |

· 1
| J(G,H,K) |

from definition of d(H,K) we have

= d(H,K)
| J(G,H,K) |

thus

d⊗(H,K) ≥ d(H,K)
| J(G,H,K) | .→ (1)

Since the map ψ : CK(hi) → J(G,H,K) is a group homomorphism, which ker (ψ) = C⊗K(hi)

for all i = 1, ..., kK(H). But ker (ψ) ≤ CK(hi), hence | ker(ψ)| ≤ |CK(hi)|, then | ker (ψ)|
|CK(hi)|

≤ 1.

Again from Lemma 3.11 we have

d⊗(H,K) = 1
| H |

kK (H)∑
i=1

| C⊗K(hi) |
| CK(hi) |

≤ 1
| H |

kK(H)∑
i=1

1

= kK(H)
| H |

= d(H,K).

Thus

d⊗(H,K) ≤ d(H,K).→ (2)

From (1) and (2) we have
d(H,K)

| J(G,H,K) | ≤ d
⊗(H,K) ≤ d(H,K).

It is easy to see if J(G,H,K) is trivial (i.e. J(G,H,K) = 1H⊗K) then | J(G,H,K) |= 1. Since
d(H,K)

| J(G,H,K) | ≤ d
⊗(H,K) ≤ d(H,K)

hance

d(H,K) ≤ d⊗(H,K) ≤ d(H,K)

thus

d⊗(H,K) = d(H,K).

46



The following corollary gives us the bounded when the group is abelian.

Corollary 3.1. Let G be an abelian group. Then

1
| G |

+ | G | −1
| G || G⊗G |

≤ d⊗(G) ≤ 1
p

+ p− 1
p | G |

where p is the smallest prime divisor of | G |.

Proof. Since G is an abelian group, then Z(G) = G and each conjugacy class is a set con-

taining one element (k(G) =| G |), then d(G)= k(G)
| G |

= | G |
| G |

= 1, Z⊗(G) is trivial, and

J2(G) = ker(κG⊗G) = {x⊗ y ∈ G⊗G : κG⊗G(x⊗ y) = 1G} = {x ⊗y ∈ G⊗G : [x, y] = 1G}, but
G is an abelian, hence J2(G) = {x⊗ y ∈ G⊗G} = G⊗G. From Theorem 3.4 we have

d(G)
| J2(G) | + | Z

⊗(G) |
| G |

(
1− 1
| J2(G) |

)
≤ d⊗(G) ≤ d(G)− (1− 1

p
)
(
| Z(G) | − | Z⊗(G) |

| G |

)
1

| G⊗G |
+ 1
| G |

(
1− 1
| G⊗G |

)
≤ d⊗(G) ≤ 1− (1− 1

p
)
(

1− 1
| G |

)
1

| G⊗G |
+ 1
| G |

− 1
| G || G⊗G |

≤ d⊗(G) ≤ 1−
[
1− 1
| G |

− 1
p

+ 1
p | G |

]
1
| G |

+ | G | −1
| G || G⊗G |

≤ d⊗(G) ≤ 1
| G |

+ 1
p
− 1
p | G |

1
| G |

+ | G | −1
| G || G⊗G |

≤ d⊗(G) ≤ 1
p

+ p− 1
p | G |

.

We will state the left unidegree as in [23] page 6.

Definition 3.6. Let G be a group. If d⊗(G) = d(G), then we call G a left unidegree.
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Chapter 4

Relative Exterior Degree

In this chapter, we will present three sections; in the first section, we will define a non-abelian
exterior product of normal subgroups H and K of G, and explain the relation between the non-
abelian exterior product group H ∧K and the derived group [H,K]. In the second section, we will
study the definitions of exterior centralizer and exterior center which paved by the constructing of
the previous section, algebraic structures of these concepts along with the previous concepts, and
the definition of the relative exterior degree. In the third and last section, we will study the general
relation among the relative commutative degree, relative tensor degree and relative exterior degree.
The basic references of this chapter are [4],[19],[22] and [23].

4.1 Non-abelian Exterior Product
We will study the non-abelian exterior product.

The following definition we will state the non-abelian exterior product as in [4].

Definition 4.1. Let G be a group. Let H and K be normal subgroups of G. We define the group
H ∧ K to be the non-abelian exterior product of H and K such that

H ∧K = (H ⊗K)
5(H ∩K) ,

where
5(H ∩K) = 〈g ⊗ g : g ∈ H ∩K〉,

and
H ∧K = 〈h ∧ k : h, k ∈ H ∩K〉 = 〈(h⊗ k)5 (H ∩K) : h, k ∈ H ∩K〉.

If G = H = K, and if all actions by conjugation, then we denote by G ∧ G the non-abelian
exterior square of G.

Remark. 5(H ∩K) is a central subgroup of H ⊗K.

The following theorem gives us the relation between the non-abelian exterior group H ∧K and
the derived group [H,K].
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Theorem 4.1. Let G be a group. Let H and K be normal subgroups of G. Let h ∈ H and k ∈ K.
The map

κ′H,K : H ∧K 7−→ [H,K ]

given by
κ′H,K(h ∧ k) = [h, k] = h−1hk

defines a group epimorphism, whose kernal ker κ′H,K = M(G,H,K), which calls M(G,H,K) the
Schur multiplier of the triple (G,H,K). If G = H = K, then we call M(G,G,G) = M(G) the Schur
multiplier of G, and M(G)= H2(G,Z) is the second integer homology group of G.

Proof. The well-definedness of κ′H,K is clear. To prove that κ′H,K is a group homomorphism, it
suffices to show that

(i) κ′H,K(hh1
2 ∧ kh1) κ′H,K(h1 ∧ k) = (hh1

2 )−1((hh1
2 )k)h1h−1

1 hk1

= (h−1
1 h2h1)−1((hh1

2 )h
−1
1 kh1h−1

1 hk1

= h−1
1 h−1

2 h1(h2)h1h
−1
1 kh1h−1

1 hk1

= (h2h1)−1h1(h2)kh1h−1
1 hk1

= (h2h1)−1((h2)kh1)h
−1
1 hk1

= (h2h1)−1(h2)kh1h
−1
1 hk1

= (h2h1)−1(h2)khk1
= (h2h1)−1(h2h1)k

= κ′H,K(h2h1 ∧ k)
= κ′H,K(h1h2 ∧ k).

(ii) κ′H,K(h ∧ k1) κ′H,K(hk1 ∧ kk1
2 ) = h−1hk1(hk1)−1((hk1)k2)k1

= h−1((hk1)k2)k1

= h−1((h)k1)k
−1
1 k2k1

= h−1(h)k1k
−1
1 k2k1

= h−1(h)k2k1

= κ′H,K(h ∧ k2k1)
= κ′H,K(h ∧ k1k2).

Thus, κ′H,K is a group homomorphism. Since for all h−1hk ∈ [H,K] there is h ∧ k ∈ H ∧K.
Hence, κ′H,K is a group epimorphism.

We have κH,K (κ′H,K) as a group epimorphism function, α1 (α2) is inclusion function, which
means monmorphism. Furthermore, Im (α1)= ker κH,K = J2(G,H,K) (Im (α2)= ker κ′H,K =
H2(G,H,K)), then by definition of short exact sequence we have

0 −→ J2(G,H,K) α1−→ H ⊗K κH,K−−−→ [H,K ]−→ 0

0 −→ H2(G,H,K) α2−→ H ∧K
κ
′
H,K−−−→ [H,K ]−→ 0

and since, θ : {0} → {1} and θ−1 as isomorphism, thus
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1 −→ J2(G,H,K) α1−→ H ⊗K κH,K−−−→ [H,K ]−→ 1

1 −→ H2(G,H,K) α2−→ H ∧K
κ
′
H,K−−−→ [H,K ]−→ 1

when (G = H = K), then

1 −→ J2(G) α1−→ G⊗G κH,K−−−→ G′ −→ 1

1 −→ H2(G) α2−→ G ∧G
κ
′
H,K−−−→ G′ −→ 1

G ⊗ G is finite if G is finite. We can see that the structure of G is influenced by that of G ⊗
G and viceversa, as in [4] pages 1 and 2, and [23] page 2.

The following lemma gives us the relation (h ∧ k) = (k ∧ h)−1, when h, k ∈ H ∩K in a non-
abelian exterior product group H ∧K.

Lemma 4.1. Let G be a group. Let H and K be normal subgroups of G. Let H ∧K be the non-
abelian exterior product group. Let h ∈ H and k ∈ K. If h, k ∈ H ∩K. Then (h ∧ k) = (k ∧ h)−1.

Proof. Since kh ∧ kh = 1H∧K , then we have

1H∧K = kh ∧ kh = (h ∧ kh)k(k ∧ kh) =
(
(h ∧ k)(h ∧ h)k

)
k
(
(k ∧ k)(k ∧ h)k )

=
(
(h ∧ k)(1H∧K)k

)
k
(
(1H∧K)(k ∧ h)k

)
= (h ∧ k)k(k ∧ h)k.

The remaining part of the statement follows easily.

4.2 Exterior Centralizer and Relative Exterior Degree
In this section, we will study the exterior centralizer and the relative exterior degree.

We will state the exterior centralizer as in [4] page 3.

Definition 4.2. Let G be a group. Let H and K be normal subgroups of G. We define the set
C∧K(H) as the exterior centralizer of H with respect to K such that

C∧K(H) = {k ∈ K : h ∧ k = 1H∧K ,∀h ∈ H}.

We see that C∧K(H) = ∩h∈HC∧K(h).

We will state the exterior center as in [4] page 3.

Definition 4.3. Let G be a group. We define the set Z∧(G) as the exterior center of G such
that

Z∧(G) = {g ∈ G : x ∧ g = 1G∧G,∀x ∈ G}.

We see that Z∧(G) = C∧G(G) = ∩x∈GC∧G(x).

We will explain below some algebraic structures for some concepts, as in [4] page 3.

Lemma 4.2. Let G be a group. Then C∧G(x) is a subgroup of G for all x ∈ G.
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Proof. The subgroup conditions are verified as follows: C∧G(x) is not an empty set since we have
x∧1G = 1G∧G, hence 1G ∈ C∧G(x) for all x ∈ G, and consider any two elements g1 and g2 ∈ C∧G(x).
Then

x ∧ g1g2 = (x ∧ g1)(xg1 ∧ gg1
2 ) = (x ∧ g1)(x ∧ g2)g1 = (1G∧G)(1G∧G)g1 = 1G∧G

hence g1g2 ∈ C∧G(x). Thus C∧G(x) is a subgroup of G.

Lemma 4.3. Let G be a group. Then Z∧(G) is a subgroup of G.

Proof. Since Z∧(G) is equal to ∩x∈GC∧G(x), and C∧G(x) is a subgroup of G, for all x ∈ G. Then by
the fact that intersection of subgroups is a subgroup hence, ∩x∈GC∧G(x) is a subgroup of G, thus
Z∧(G) is a subgroup of G.

Lemma 4.4. Let G be a group. Let H and K be normal subgroups of G. Then C∧K(H) is a subgroup
of K.

Proof. The subgroup conditions are verified as follows: C∧K(h) is not an empty set since we have
h∧1K = 1H∧K , hence 1K ∈ C∧K(h) for all h ∈ H, and consider any two elements k1 and k2 ∈ C∧K(h).
Then

h ∧ k1k2 = (h ∧ k1)(h ∧ k2)k1 = (1H∧K)(1H∧K)k1 = 1H∧K
hence k1k2 ∈ C∧K(h) for all h ∈ H. Thus, C∧K(h) is a subgroup of K for all h ∈ H, then

∩h∈HC∧K(h) is a subgroup of K. But ∩h∈HC∧K(h) is equal to C∧K(H), thus C∧K(H) is a subgroup
of K.

Proposition 4.1. Let G be a group. Let H and K be normal subgroups of G which act on each
other compatibly. Then

C⊗K(h) ⊆ C∧K(h) ⊆ CK(h),

for all h ∈ H.

Proof. For all k ∈ C⊗K(h) we have

h ∧ k = (h⊗ k)5 (H ∩K) = 1H⊗K 5 (H ∩K) = 5(H ∩K) = 1H∧K
Then k ∈ C∧K(h). Therefore, C⊗K(h) ⊆ C∧K(h). Suppose the map

ψ : CK(h) −→M(G,H,K) = ker κ
′

H,K

given by
ψ(k) = h ∧ k

where h ∧ k ∈M(G,H,K), ψ is a group homomorphism since for all k, k′ ∈ CK(h) we have

ψ(kk′) = h ∧ kk′

= (h⊗ kk′)5 (H ∩K)
= (h⊗ k)(h⊗ k′)k 5 (H ∩K)
= (h⊗ k)(h⊗ k′)5 (H ∩K)
= (h ∧ k)(h ∧ k′)
= ψ(k)ψ(k′).
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C∧K(h) is a subset of CK(h) since

ker(ψ) = {k ∈ CK(h) : ψ(k) = h ∧ k = 1M(G,H,K) = 1H∧K}
= {k ∈ CK(h) ⊆ K : h ∧ k = 1H∧K}
= {k ∈ K : h ∧ k = 1H∧K}
= C∧K(h).

But ker(ψ) is a subgroup of CK(h), then C∧K(h) is a subgroup of CK(h) hence C∧K(h) ⊆ CK(h).
Thus for all h ∈ H we have

C⊗K(h) ⊆ C∧K(h) ⊆ CK(h).

Remark. If G = H = K, then C⊗G (x) ⊆ C∧G(x) ⊆ CG(x) for all x ∈ G.

Proposition 4.2. Let G be a group. Then

Z⊗(G) ⊆ Z∧(G) ⊆ Z(G).

Proof. Since for all x ∈ G and by Proposition 4.1 when G = H = K, hence

C⊗G (x) ⊆ C∧G(x) ⊆ CG(x)
then

∩x∈GC⊗G (x) ⊆ ∩x∈GC∧G(x) ⊆ ∩x∈GCG(x)
thus

Z⊗(G) ⊆ Z∧(G) ⊆ Z(G).

Lemma 4.5. Let G be a group. Let H and K be normal subgroups of G. Then C∧K(h) / CK(h) for
all h ∈ H.

Proof. Let ψ : CK(h) −→ M(G,H,K) = ker κ′H,K given by ψ(k) = h ∧ k, where h ∧ k ∈
M(G,H,K). ψ is a group homomorphism since for all k, k′ ∈ CK(h) we have

ψ(kk′) = h ∧ kk′

= (h⊗ kk′)5 (H ∩K)
= (h⊗ k)(h⊗ k′)k 5 (H ∩K)
= (h⊗ k)(h⊗ k′)5 (H ∩K)
= (h ∧ k)(h ∧ k′)
= ψ(k)ψ(k′).

Then

ker(ψ) = {k ∈ CK(h) : ψ(k) = h ∧ k = 1M(G,H,K) = 1H∧K}
= {k ∈ CK(h) ⊆ K : h ∧ k = 1H∧K}
= {k ∈ K : h ∧ k = 1H∧K}
= C∧K(h).

Therefore, by the fact that if ψ : G1 −→ G2 is a group homomorphism then ker (ψ) / G1. Thus,
C∧K(h) / CK(h) for all h ∈ H.
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We will state the relative exterior degree as in [4] page 3.

Definition 4.4. Let G be a group. Let H and K be normal subgroups of G. We define d∧(H,K)
as the relative exterior degree of H and K such that

d∧(H,K) = | {(h, k) ∈ H ×K : h ∧ k = 1H∧K} |
| H || K |

=
∑
h∈H | C∧K(h) |
| H || K |

·

Remark. If G = H = K, then d∧(G,G) = d∧(G) of G.

The following lemma deals with different aspects and correlates the exterior centralizers with
the exterior degree.

Lemma 4.6. Let G be a group. Let H and K be normal subgroups of G. Then

d∧(H,K) = 1
| H |

kK(H)∑
i=1

| C∧K(hi) |
| CK(hi) |

·

If G = HK, then CK(hi)
C∧K(hi)

is isomorphic to a subgroup of M(G,H,K) and | CK(hi) |
| C∧K(hi) |

≤ |

M(G,H,K) | for all i = 1, ..., kK(H).

Proof. Such as the method to proof of Lemma 3.11, page 43 in this work.

The following lemma gives us the relative exterior degree of the group G. It will be 1 when the
exterior center of G is G itself, and vice versa as well, as in [4] and [23] page 2.

Lemma 4.7. d∧(G) = 1 iff G = Z∧(G).

The following theorem gives us the relative exterior degree of the direct product of two groups,
and we can apply them to more than two groups, provided that the direct product is limited, as
in [22, Lemma 2.10].

Theorem 4.2. Let G and H be groups. Let | G |= n, | H |= m and g.c.d(n,m) = 1 for all
n,m ∈ Z+. Then d∧(G×H) = d∧(G) · d∧(H),

Proof. Since | G ×H |=| G | · | H |, hence (| G ×H |)2 = (| G |)2 · (| H |)2. Then we have for all
(x, y) ∈ G×H.

C∧G×H((x, y)) = {(g, h) ∈ G×H : (x, y) ∧ (g, h) = 1(G×H)∧(G×H)}
= {(g, h) ∈ G×H : (x ∧ g, y ∧ h) = 1(G×H)∧(G×H) = (1G∧G, 1H∧H)}
= {g ∈ G : x ∧ g = 1G∧G} × {h ∈ H : y ∧ h = 1H∧H}
= C∧G(x)× C∧H(y).

Hence | C∧G×H((x, y)) |=| C∧G(x)×C∧H(y) |=| C∧G(x) | · | C∧H(y) |, and by definition of d∧(G×H)
we have
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d∧(G×H) = 1
| G×H |2

∑
(x,y)∈G×H

| C∧G×H((x, y)) |

= 1
| G |2 · | H |2

∑
x∈G,y∈H

| C∧G(x) | · | C∧H(y) |

= 1
| G |2 · | H |2

∑
x∈G

∑
y∈H
| C∧G(x) | · | C∧H(y) |

= 1
| G |2 · | H |2

∑
x∈G
| C∧G(x) | ·

∑
y∈H
| C∧H(y) |

=

 1
| G |2

∑
x∈G
| C∧G(x) |

·
 1
| H |2

∑
y∈H
| C∧H(y) |


= d∧(G) · d∧(H).

4.3 Results of Relative Exterior Degree
In this section, we will study the general relation among the relative commutativity degree, the
relative tensor degree and relative exterior degree.

The following theorem gives us the fundamental relation between commutativity, tensor and
exterior degrees.

Theorem 4.3. Let G be a group. Let H and K be normal subgroups of G. Then

d⊗(H,K) ≤ d∧(H,K) ≤ d(H,K).

If J(G, H, K) is trivial, then d⊗(H,K) = d∧(H,K) = d(H,K).

Proof. Since we have

d⊗(H,K) = 1
|H|

∑kK (H)
i=1

|C⊗K(hi)|
|CK(hi)|

, d∧(H,K) = 1
|H|

∑kK(H)
i=1

|C∧K(hi)|
|CK(hi)|

,

d(H,K) = 1
|H|

∑kK (H)
i=1

|CK(hi)|
|CK(hi)|

.

By Proposition 4.1, for all hi ∈ H, i = 1, ..., kK(H) we have

C⊗K(hi) ⊆ C∧K(hi) ⊆ CK(hi)

hence
|C⊗K(hi)| ≤ |C∧K(hi)| ≤ |CK(hi)|.

Thus

1
|H|

kK(H)∑
i=1

|C⊗K(hi)|
|CK(hi)|

≤ 1
|H|

kK (H)∑
i=1

|C∧K(hi)|
|CK(hi)|

≤ 1
|H|

kK(H)∑
i=1

|CK(hi)|
|CK(hi)|

d⊗(H,K) ≤ d∧(H,K) ≤ d(H,K).

If J(G, H, K) is trivial, then by Theorem 3.5 we have
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d(H,K) ≤ d⊗(H,K) ≤ d(H,K)

then

d(H,K) = d⊗(H,K)

thus

d⊗(H,K) = d∧(H,K) = d(H,K).

Example 4.1. Let G = D8. Then

d⊗(D8) ≤ d∧(D8) ≤ d(D8).

5
16 ≤

5
8 ≤

5
8 .

Theorem 4.4. Let G be a group. Then

d(G)
|M(G)| + |Z

∧(G)|
|G|

(
1− 1
|M(G)|

)
≤ d∧(G) ≤ d(G)−

(
p− 1
p

)(
|Z(G)| − |Z∧(G)|

|G|

)
.

Proof. The proof can be found in [22, Theorem 2.3.].

We will state the unicentral and right unidegree as in [23] page 6.

Definition 4.5. Let G be a group. If Z∧(G) = Z(G), then we call G an unicentral.

Definition 4.6. Let G be a group. If d∧(G) = d(G), then we call G a right unidegree.

Corollary 4.1. Let G be a group. If G is right unidegree, then G is unicentral (Z∧(G) = Z(G)).

Proof. Let G be a right unidegree. Since Z⊗(G) ⊆ Z∧(G) ⊆ Z(G), and by Theorem 4.4 we have

d∧(G) ≤ d(G)− (p− 1
p

)( | Z(G) | − | Z∧(G) |
| G |

)

since d∧(G) = d(G), then

d(G) ≤ d(G)− (p− 1
p

)( | Z(G) | − | Z∧(G) |
| G |

)

0 ≤ −(p− 1
p

)( | Z(G) | − | Z∧(G) |
| G |

)

(−1)−−−−→

0 ≥ (p− 1
p

)( | Z(G) | − | Z∧(G) |
| G |

)

(
p

p− 1
) | G |

−−−−−−−−−→
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0 ≥| Z(G) | − | Z∧(G) |

| Z∧(G) |≥| Z(G) | .

But Z∧(G) ⊆ Z(G). Thus, Z∧(G) = Z(G).

Corollary 4.2. Let G be a group. If G is left unidegree, then Z⊗(G) = Z(G).

Proof. Let G be a left unidegree, then d⊗(G) = d(G). From Theorem 3.4 we have

d⊗(G) ≤ d(G)− (p− 1
p

)( | Z(G) | − | Z⊗(G) |
| G |

)

since d⊗(G) = d(G), then

d(G) ≤ d(G)− (p− 1
p

)( | Z(G) | − | Z⊗(G) |
| G |

)

0 ≤ −(p− 1
p

)( | Z(G) | − | Z⊗(G) |
| G |

)

(−1)−−−−→

0 ≥ (p− 1
p

)( | Z(G) | − | Z⊗(G) |
| G |

)

0 ≥ (p− 1)(| Z(G) | − | Z⊗(G) |)
p | G |

(p | G |)−−−−−−→

0 ≥ (p− 1)(| Z(G) | − | Z⊗(G) |)
1

p− 1−−−−→

0 ≥| Z(G) | − | Z⊗(G) |

| Z⊗(G) |≥| Z(G) | .

But Z⊗(G) ⊆ Z(G). Thus, Z⊗(G) = Z(G).

Remark. If G is left and right unidegree, then Z∧(G) = Z⊗(G) = Z(G).
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Chapter 5

Probabilistic Methods In Block
Theory

In this chapter, we will present three sections; in the first and second section, we will study the
notion of a probability of p-block and give examples, and in the third and last section, we will
study few facts about the probability of irreducible ordinary character χ and of B0, by Brauer-Feit
theorem as in [25, Theorem 2.4]. we will show the relation between the probability of the principal
p-block in group G and the order of Irr(G), and some current conjectures in this concept. The
basic references of this chapter are [1] and [25].

5.1 Probability of p-blocks
In this section, we will study the definition of a probability of the p-block.

Let G be a group and p be a prime number, then from the definition of p-block one will have
an equivalent relation. By dividing the irreducible ordinary characters to t of equivalent classes in
which Bi ∩ Bj = ∅ and Irr(G) = B1 ∪ ... ∪ Bt for i, j = 1, ..., t. Using the equation (2.1), one can
calculate the probability of selecting the irreducible ordinary characters χ from Irr(G). Moreover,
based on the definition of p-block, χ belongs to a specific p-block based on the choice of p, which is
given the symbol B, so that χ ∈ B. Therefore, one can calculate the probability of the irreducible
ordinary character χ using the equation (2.1) along with p-block’s definition; considering Irr(G)
as the sample space and presuming that the event containing B is the Irr(B), as follows:

P (χ) =


k(B)
k(G) if χ ∈ B,

0 if χ /∈ B.

Since it is assumed that χ /∈ B, then the occurrence probability of χ in p-block B is impossible,
so its probability value equals zero. Therefore, we have a probability value equal to one which is
certain to occur, and this is achieved in one case only, when the group G has an unique p-block,
which is called the principle p-block B0, so that k(B0) = k(G). Therefore, for all χ ∈ Irr(G) we
have

P (χ) = k(B0)
k(G) = k(G)

k(G) = 1.

Similarly, we can define the probability of the p-block B of the group G of the mathematical
definition of probability and we will get P (B) = k(B)

k(G) ·
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Since B is an equivalent class, then Bi ∩ Bj = ∅, for all i 6= j and from the characteristics of
probability we find that P (Bi ∪Bj) = P (Bi) + P (Bj) and based on that we can say that

P (Irr(G)) = P (B1 ∪ ... ∪Bt)
= P (B1) + ...+ P (Bt)

= k(B1)
k(G) + ...+ k(Bt)

k(G)

= k(B1) + ...+ k(Bt)
k(G)

= 1,

and

P (Bi ∩Bj) =
{
P (Bi) if i = j,

P (∅) = 0 if i 6= j.

If χ ∈ B, then P (χ) = P (B) and if χ /∈ B, that means P (χ) = 0. Then we can write

∑
χ∈Irr(G)

P (χ) =
t∑
i=1

∑
χ∈Irr(Bi)

P (Bi) = 1.

Now we can define the probability of the p-block B of the group G by the following definition,
as in [1, Definition 3.1.].

Definition 5.1. Let G be a group. Let p be a prime number. Let S∗ be a set of all p-blocks of G
of order t, t ∈ N. Let B be a p-block of G with defect group D. The probability of the p-block
B of the group G is the real number

P (B) = k(B)
k(G)

where 0 ≤ P (B) ≤ 1, for all B ∈ S∗ and
∑t
i=1 P (Bi) = 1.

5.2 Examples
In this section, we will give examples for calculating a probability of the p-blocks.

We will give some examples of the probability of the p-block B of the group G with respect to
the prime number p.

Example 5.1. Let G = S3.
(1) When p = 2. Then S3 has two 2-blocks B0 = B1 = {χ1, χ2} and B2 = {χ3}. Therefore,

P (B1) = k(B1)
k(G) = 2

3 and P (B2) = k(B2)
k(G) = 1

3 .

(2) When p = 3. Then S3 has an unique 3-block B0 = {χ1, χ2, χ3}. Therefore,

P (B0) = k(B0)
k(G) = 3

3 = 1.
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Example 5.2. Let G = D8 and p = 2. Then D8 has an unique 2-block B0 = {χ1, χ2, χ3, χ4, χ5}.
Therefore,

P (B0) = k(B0)
k(G) = 5

5 = 1.

Example 5.3. Let G = V ∼= C2×C2 and p = 2. Then V has an unique 2-block B0 = {χ1, χ2, χ3, χ4}.
Therefore,

P (B0) = k(B0)
k(G) = 4

4 = 1.

Example 5.4. Let G = S4.
(1) When p = 2. Then S4 has an unique 2-block B0 = {χ1, χ2, χ3, χ4, χ5}. Therefore,

P (B0) = k(B0)
k(G) = 5

5 = 1.

(2) When p = 3. Then S4 has three 3-blocks B0 = B1 = {χ1, χ2, χ3}, B2 = {χ4} and B3 = {χ5}.
Therefore,

P (B1) = k(B1)
k(G) = 3

5 , P (B2) = k(B2)
k(G) = 1

5 and P (B3) = k(B3)
k(G) = 1

5 .

Example 5.5. Let G = GL(3, 2) and p = 7. Then GL(3, 2) has two 7-blocks B0 = B1 =
{χ1, χ2, χ3, χ4, χ6} and B2 = {χ5}. Therefore,

P (B1) = k(B1)
k(G) = 5

6 and P (B2) = k(B2)
k(G) = 1

6 .

5.3 Relations with some current conjectures
In this section, we will study facts and some current conjectures in this concept.

Write S∗ to mean the set of all p-blocks of the group G relative to a fixed prime number p.
Then the correspondence for all i, j = 1, ..., t.

Bi ←→ P (Bi)
∈ S∗ ∈ [0, 1]

which 0 ≤ P (Bi) ≤ 1 and
∑t
i=1 P (Bi) = 1, in this direction which gives us the opportunity

to construct finite probability space which is associated to the sample space consisting of all
irreducible ordinary characters of the group G. The following theorem is an observation in this
direction, which gives us the probability of the irreducible ordinary character χ which will be 1
when G has an unique p-block, and vice versa as well.

Theorem 5.1. Let G be a group. Let p be a prime number. Then G has an unique p-block iff
P (χ) = 1 for all χ ∈ Irr(G).
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Proof. Assume that G has an unique p-block B, then B has all irreducible ordinary characters of
G, hence k(B) = k(G). By Definition 5.1 we have

P (B) = k(B)
k(G) = k(G)

k(G) = 1.

By the definition of the probability of irreducible ordinary character we have

P (χ) = P (B) = 1,

for all χ ∈ B, since B has all irreducible ordinary characters of G, hence

P (χ) = 1,

for all χ ∈ Irr(G). On the other hand, assume P (χ) = 1, for all χ ∈ Irr(G) and since
P (χ) = P (B), for all χ ∈ Irr(B) we have

P (Bi) = 1,

for all Bi ∈ S∗ and i = 1, ..., t. By Definition 5.1 we have

P (Bi) = k(Bi)
k(G) = 1.

That means k(Bi) = k(G) hence Bi has all irreducible ordinary character of G for all i = 1, ..., t.
But Bi∩Bj = {∅} for all i 6= j (such that i, j = 1, ..., t.) then B1 = ... = Bt. Thus G has an unique
p-block the principle one.

The following corollary gives us the probability of the irreducible ordinary character in group
G which will be 1 when group G has a p-subgroup Q in which the centralizer of Q is Q itself.

Corollary 5.1. Let G be a group. Let p be a prime number. Let Q be a p-subgroup of G. If
CG(Q) = Q, then P (χ) = 1 for all χ ∈ Irr(G).

Proof. The proof can be found in [1, Corollary 3.5.].

Example 5.6. Let G = S3 and p = 3. A3 is the 3-subgroup of S3 such that CS3(A3) = A3. Since
S3 has an unique 3-block the principle one, hence for all χ ∈ Irr(G) we have

P (χ) = k(B0)
k(G) = k(G)

k(G) = 1.

Example 5.7. Let G = S4 and p = 2. H1 = {(1), (12), (34), (12)(34), (13)(24), (14)(23), (1324), (1423)}
is the 2-subgroup of S4 such that CS4(H1) = H1. Since S4 has an unique 2-block the principle one,
hence for all χ ∈ Irr(G) we have

P (χ) = k(B0)
k(G) = k(G)

k(G) = 1.

Remark. The p-block B of defect zero has an unique irreducible character, then the probability of
this p-block B will be given by 1

k(G) , and will be denoted by ξ (i.e. ξ = 1
k(G)).
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The following theorem will be helpful to prove most of the theories in this subject.

Theorem 5.2 (Brauer-Feit). Let G be a group. Let p be a prime number. Let B be a p-block of G.
Let d(B) be a defect number of B. Then we have k(B) ≤ 1 + 1

4p
2d(B). If B contains an irreducible

character of positive height, then even k(B) ≤ 1/2 p2d(B)−2.

Proof. The proof can be found in [25, Theorem 2.4].

The following proposition and corollaries give us the relation between the probability of the
p-block in group G and the order of Irr(G).

Proposition 5.1. Let G be a group. Let p be a prime number. Let B be a p-block of G with defect

group D, |D| = pd(B). Then k(G) < p2d(B)

P (B)− ξ ·

Proof. By Theorem 5.2 we have

k(B) ≤ 1 + 1
4p

2d(B)

k(B)
k(G) ≤

1 + 1
4p

2d(B)

k(G)

by Definition 5.1 we have

P (B) ≤ 1
k(G) + p2d(B)

4k(G)

since ξ = 1
k(G)

P (B) ≤ ξ + p2d(B)

4k(G) < ξ + p2d(B)

k(G)

P (B)− ξ < p2d(B)

k(G)
P (B)− ξ
p2d(B) <

1
k(G)

k(G) < p2d(B)

P (B)− ξ ·

Corollary 5.2. [1, Corollary 3.7.] Let G be a group. Let p be a prime number. Let B be a
p-block of G. Then the probability of any B of G with defect group D, |D| = pd(B) satisfies
P (B) < ξ(1 + p2d(B)).

Proof. By Theorem 5.2 we have

k(B) ≤ 1 + 1
4p

2d(B)

k(B)
k(G) ≤

1 + 1
4p

2d(B)

k(G)
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by Definition 5.1 we have

P (B) ≤ 1
k(G) + p2d(B)

4k(G) <
1

k(G) + p2d(B)

k(G)

since ξ = 1
k(G) , then

P (B) < ξ + ξ(p2d(B)) = ξ(1 + p2d(B))
P (B) < ξ(1 + p2d(B)).

Corollary 5.3. [1, Corollary 3.8.] Let G be a group. Let p be a prime number. Let B be a p-block
of G with defect group D, |D| = pd(B). If B contains an irreducible character of positive height

then k(G) < p2d(B)−2

P (B) ·

Proof. By Definition 5.1 we have

P (B) = k(B)
k(G)

by Theorem 5.2 we have

P (B) = k(B)
k(G) ≤

p2d(B)−2

2k(G)

P (B) ≤ p2d(B)−2

2k(G) <
p2d(B)−2

k(G)

P (B) < p2d(B)−2

k(G)

thus

k(G) < p2d(B)−2

P (B) ·

The following conjecture is Brauer k(B)-conjecture.

Conjecture 5.1. [1, Conjecture 3.9.] Let G be a group. Let p be a prime number. Let B be a
p-block of G with defect group D. Then P (G) · [G : D ]·P (B) ≤ 1.

Example 5.8. Let G = S3 and p = 2. Then

P (S3) · [S3 : 〈(12)〉] · P (B1) = 1
2 ·

6
2 ·

2
3 = 1 ≤ 1.

P (S3) · [S3 : 〈(1)〉] · P (B2) = 1
2 ·

6
1 ·

1
3 = 1 ≤ 1.
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Example 5.9. Let G = S3 and p = 3. Then

P (S3) · [S3 : A3] · P (B0) = 1
2 ·

6
3 ·

3
3 = 1 ≤ 1.

Example 5.10. Let G = GL(3, 2) and p = 7. Then

P (GL(3, 2)) · [GL(3, 2) : Q4] · P (B1) = 6
168 ·

168
7 · 5

6 = 5
7 ≤ 1.

P (GL(3, 2)) · [GL(3, 2) : I3] · P (B2) = 6
168 .

168
1 · 1

6 = 1 ≤ 1.

Example 5.11. Let G = S4 and p = 2. Then

P (S4) · [S4 : H1] · P (B0) = 5
24 ·

24
8 ·

5
5 = 5

8 ≤ 1.

Example 5.12. Let G = S4 and p = 3. Then

P (S4) · [S4 : 〈(123)〉] · P (B1) = 5
24 ·

24
3 ·

3
5 = 1 ≤ 1.

P (S4) · [S4 : 〈(1)〉] · P (B2) = 5
24 ·

24
1 ·

1
5 = 1 ≤ 1.

P (S4) · [S4 : 〈(1)〉] · P (B3) = 5
24 ·

24
1 ·

1
5 = 1 ≤ 1.

Example 5.13. Let G = D8 and p = 2. Then

P (D8) · [D8 : D8] · P (B0) = 5
8 ·

8
8 ·

5
5 = 5

8 ≤ 1.

Example 5.14. Let G = V and p = 2. Then

P (V ) · [V : V ] · P (B0) = 4
4 ·

4
4 ·

4
4 = 1 ≤ 1.

The following corollary gives us the probability of the principal p-block in group G which will
be 1 when the group G is a p-group or G has a p-subgroup Q in which the centralizer of Q is Q
itself.

Corollary 5.4. [1, Corollary 3.10.] Let G be a group. Let p be a prime number. If G is a p-group
or G has a p-subgroup Q such that CG(Q) = Q. Then P (B0) = 1.
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Proof. Let G be a p-group, then from Lemma 1.7 G has one p-block only the principal one.
Therefore, P (B0) = 1. If G has a p-subgroup Q such that CG(Q) = Q, then from Corollary 5.1 we
have P (χ) = 1 for all χ ∈ Irr(G). Therefore, from Theorem 5.1 G has an unique p-block B0, thus
P (B0) = 1.

Example 5.15. See Examples 5.6 and 5.7, on page 60.

Example 5.16. Let G = D8. Let p = 2. Then D8 has an unique 2-block the principle one, hence

P (B0) = k(B0)
k(G) = k(G)

k(G) = 1.
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Chapter 6

The Structure Constants and
Probabilistic Methods

In this chapter, we will present three sections; in the first section, we will study the definition of
algebra over a field F and from it we derive the definition of structure constants of this concept.
In the second section, we will study the definition of the group algebra G over F which is denoted
by F [G] with mention the basis for it, the definition of the center of F [G] which is denoted by
Z(F [G]), and the important theorem in this section which explains the basis for Z(F [G]), and in
the third and last section, we will present theories and examples that demonstrate the theorem of
the probability that two elements of a finite group commute by the concept of structure constants.
The basic references of this chapter are [5], [15] and [20].

6.1 The Structure Constants of an Algebra
We will state the algebra over a field F, as in [5] page 114, [20] page 155 and [15, Definition 1.1].

Definition 6.1. Let (A,+,×) be an algebra over a field F , denoted by F -algebra. This means
that A is
(1) (A,+,×) is a ring.
(2) (A,+) is a vector space over F .
(3) (λa)b = λ(ab) = a(λb) for any λ ∈ F and a, b ∈ A.

Let us assume that A is finite dimensional over the field F . Consider a basis of A such that
β = {x1, ..., xn} when n = dimF (A) ∈ N. This means that β spans A and β is linearly independent
over F .

Since the product xixj is a well-defined element in the algebra A, we have the motivation of
the following definition.

Definition 6.2. The structure constants of A with respect to the basis β = {x1, ..., xn} are the
scalers aijv ∈ F with i, j, v ∈ {1, ..., n} which are defined by the product:

xixj =
v=n∑
v=1

aijvxv.

Remark.
(1) The number of aijv is n3 scalers.
(2)All aijv (i, j, v = 1, · · · , k(G)) belonging to the field F .
(3) The structure constant of A are with respect to the basis β.
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(4) The knowledge of the structure constants of the algebra A with respect to the basis β completely
determines the multiplication in the algebra A with coefficients from the field F .

6.2 Center of Group algebra Z(F [G])
In the following definition, we will state the group algebra, as in [15] page 2 and [20] page 261.

Definition 6.3. The group algebra of a group G over a field F, denoted by F [G], is the F-algebra
whose elements are all possible finite sums of the type

∑
g∈G rgg, g ∈ G, rg ∈ F, the operations

being defined by the formulas:

r + r′ =
∑
g∈G

rgg +
∑
g∈G

r′gg =
∑
g∈G

(rg + r′g)g,

rr′ =

∑
g∈G

rgg

∑
g′∈G

r′g′g
′

 =
∑
g∈G

∑
g′∈G

(rgr′g′)gg′ =
∑
q∈G

(∑
k∈G

(rkrqk−1)
)
q,

for all r, r′ ∈ F [G].

The following lemma gives us the basis of F [G], as in [15] page 2.

Lemma 6.1. Let G be a group. Let F be a field. The group algebra F [G] is an algebra over F
with basis G.

We will define the center of a group algebra F [G].

Definition 6.4. Let G be a group. Let F be a field. Let F [G] be the group algebra of G over F.
The center of the group algebra F [G] is the set of elements that commutes with every element
of F [G], which is denoted by Z (F [G] ). In symbols

Z (F [G] )= {z ∈ F [G] : qz = zq for all q ∈ F [G] }.

The following theorem gives us the basis of Z(F [G]), as in [15, Theorem 2.4].

Theorem 6.1. Let G be a group with distinct conjugacy classes C(g1), · · · , C(gk(G)) where gi ∈ G
for all i = 1, · · · , k(G). Let F be a field. Let Ki =

∑
g∈C(gi) g ∈ F [G], for all i = 1, · · · , k(G).

Then K1, · · · ,Kk(G) forms basis for Z (F [G] ).
Proof. It is clear that the K1, · · · ,Kk(G) lies in Z (F [G] ). K1, · · · ,Kk(G) are linearly independent
over F since C(gi) ∩ C(gj) = ∅ for all i 6= j, such that i, j = 1, · · · , k(G). If z =

∑
g∈G agg ∈

Z (F [G] ) and h ∈ G, we have

h z= z h
z = h−1zh∑

g∈G agg=
∑
g∈G agg

h

by comparing the coefficients of gh on both sides, we obtain

agh = ag

that means the coefficients ag have the constant value ai for all g ∈ Ci, then

z =
k(G)∑
i=1

aiKi

thus
K1, · · · ,Kk(G) span Z (F [G] ).
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Remark.
(1) The elements Ki (1 ≤ i ≤ k(G)) are called class sums.
(2) We shall use the multiplication Ki ·Kj to define aijv.
(3)We shall use the matrix [aijv] which represents the multiplication table of the basis {aijv}i=k(G)

i=1 .

6.3 Application of Probability Methods with examples
In this section, we present a new application of this direction by using the structure constant.
We use matrices and the sum over the required constants. We give theories and examples of our
discovery.

Example 6.1. When G = S3, we have

d(S3) = P (S3) =
∑k(S3)
i=1

∑k(S3)
j=1

∑k(S3)
v=1 aijv

|S3|2
= 1

2 .

With matrix:

[aijv ] =


a

111
a

112
a

113
a

121
a

122
a

123
a

131
a

132
a

133
a

211
a

212
a

213
a

221
a

222
a

223
a

231
a

232
a

233
a

311
a

312
a

313
a

321
a

322
a

323
a

331
a

332
a

333



=

1 0 0 0 1 0 0 0 1
0 1 0 3 0 3 0 2 0
0 0 1 0 2 0 2 0 1



Example 6.2. When G = D8, we have

d(D8) = P (D8) =
∑k(D8)
i=1

∑k(D8)
j=1

∑k(D8)
v=1 aijv

|D8|2
= 5

8 .

With matrix:

[aijv] =



a
111

a
112

. . . a
155

a
211

a
212

. . . a
255

...
...

. . .
...

a
511

a
512

. . . a
555



=



1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

0 0 1 0 0 0 0 1 0 0 2 2 0 0 0 0 0 0 0 2 0 0 0 2 0

0 0 0 1 0 0 0 0 1 0 0 0 0 0 2 2 2 0 0 0 0 0 2 0 0

0 0 0 0 1 0 0 0 0 1 0 0 0 2 0 0 0 2 0 0 2 2 0 0 0
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Example 6.3. When G = S4, we have

d(S4) = P (S4) =
∑k(S4)
i=1

∑k(S4)
j=1

∑k(S4)
v=1 aijv

|S4|2
= 5

24 .

With matrix:

[aijv] =



a
111

a
112

. . . a
155

a
211

a
212

. . . a
255

...
...

. . .
...

a
511

a
512

. . . a
555



=



1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

0 1 0 0 0 6 0 2 3 0 0 1 0 0 2 0 4 0 0 4 0 0 4 3 0

0 0 1 0 0 0 1 0 0 2 3 0 2 0 0 0 0 0 3 0 0 2 0 0 1

0 0 0 1 0 0 4 0 0 4 0 0 0 3 0 8 0 8 4 0 0 4 0 0 4

0 0 0 0 1 0 0 4 3 0 0 2 0 0 1 0 4 0 0 4 6 0 2 3 0



Recall that, for the group algebra F [G], the definition of the structure constants aijv comes
from the multiplication Ki ·Kj =

∑k(G)
v=1 aijvKv.

The following theorem is the main discovery and contribution of the thesis.

Theorem 6.2. Let G be a finite group. Let k(G) be the number of conjugacy classes of G. Then

k(G)∑
i=1

k(G)∑
j=1

k(G)∑
v=1

aijv = k(G)|G|.

Proof. Let C(x1), ..., C(xk(G)) be the distinct conjugacy classes of G where xi ∈ G for all i =
1, · · · , k(G). Then by using the definition aijv, we have

k(G)∑
i=1

k(G)∑
j=1

k(G)∑
v=1

aijv = |{(x, y) ∈G×G : [x, y] = 1G}|

= |{(x, y) ∈G×G : xy = yx}|

=
∑
x∈G
|CG(x)| =

k(G)∑
i=1

∑
x∈C(xi)

|CG(x)|

=
k(G)∑
i=1

[G : CG(xi)]|CG(xi)|

=
k(G)∑
i=1
|G| = k(G)|G|
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thus

k(G)∑
i=1

k(G)∑
j=1

k(G)∑
v=1

aijv = k(G)|G|.

Our next main theorem is the following:

Theorem 6.3. Let G be a finite group. Then

d(G) = P (G) =
∑k(G)
i=1

∑k(G)
j=1

∑k(G)
v=1 aijv

|G|2
.

Proof. By Theorem 2.1 and Theorem 6.2 we have

d(G) = P (G) = k(G)
|G|

= k(G)|G|
|G|2

=
∑k(G)
i=1

∑k(G)
j=1

∑k(G)
v=1 aijv

|G|2
,

thus

d(G) = P (G) =
∑k(G)
i=1

∑k(G)
j=1

∑k(G)
v=1 aijv

|G|2
.
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