





KEY FORMULAS
Prem S. Mann ¢ Introductory Statistics, Seventh Edition

Chapter 2 - Organizing and Graphing Data

. Relative frequency of aclass = /> f

- Percentage of a class = (Relative frequency) X 100

. Class midpoint or mark = (Upper limit + Lower limit)/2
. Class width = Upper boundary — Lower boundary

- Cumulative relative frequency
Cumulative frequency

- Total observationsin the data set

. Cumulative percentage
= (Cumulative relative frequency) X 100

Chapter 3 « Numerical Descriptive Measures
- Mean for ungrouped dataz o = x/N and X = Xx/n

- Mean for grouped data: w = Zmf/N and X = Xmf/n
where mis the midpoint and f is the frequency of a class

- Median for ungrouped data
= Value of the middle term in a ranked data set

- Range = Largest value — Smallest value
- Variance for ungrouped data:
(3x)?

(2x)?
2 2
X "N Sxe — .

2= — and &=
7 N n—1

where o2 is the population variance and s? is the sample
variance

. Standard deviation for ungrouped data:

where o and s are the population and sample standard de-
viations, respectively

. Variance for grouped data:

S P — (Smf)? S 1of — (Smf)?
ol= Al $=
. Standard deviation for grouped data:
sopp — M0
o=\ "N and s=

. Chebyshev’s theorem:
For any number k greater than 1, at least (1 — 1/k?) of the
values for any distribution lie within k standard deviations
of the mean.

- Empirical rule:
For a specific bell-shaped distribution, about 68% of the ob-
servations fal in the interval (uw — o) to (u + o), about
95% fall in the interval (u — 20) to (u + 207), and about
99.7% fal in the interval (u — 30) to (u + 30).

- Q; = First quartile given by the value of the middle term
among the (ranked) observations that are less than the
median

Q, = Second quartile given by the value of the middle term
in a ranked data set

Qs = Third quartile given by the value of the middle term
among the (ranked) observations that are greater than

the median
- Interquartile range:

IQR=Q; — Q
- The kth percentile:

kn
P, = Value of the (mo)th term in aranked data set

- Percentile rank of x;
Number of values less than x;

= X 100
Total number of valuesin the data set

Chapter 4 « Probability
- Classical probability rule for a simple event:

1
~ Total number of outcomes

P(E)

. Classical probability rule for a compound event:
Number of outcomesin A
P(A) =
Total number of outcomes
- Relative frequency as an approximation of probability:

. Conditiona probability of an event:
P(Aand B)
P(B)

- Condition for independence of events:
P(A) = P(A|B) and/or P(B) = P(B|A)
. For complementary events: P(A) + P(A) = 1

P(Aand B)

and P(BJA) =

- Multiplication rule for dependent events:
P(Aand B) = P(A) P(B|A)
- Multiplication rule for independent events:
P(A and B) = P(A) P(B)



- Joint probability of two mutually exclusive events:
P(AandB) = 0
- Addition rule for mutually nonexclusive events:
P(Aor B) = P(A) + P(B) — P(Aand B)
. Addition rule for mutually exclusive events:
P(Aor B) = P(A) + P(B)

Chapter 5 ¢ Discrete Random Variables and Their
Probability Distributions

- Mean of adiscrete random variable x:  u = 2xP(X)
. Standard deviation of a discrete random variable x:
o= VIXP(X) — u?

. nfactoria: nl=nn—-1)(n—-2)...3-2-1
- Number of combinations of n items selected x at a time:

n!

i = xI(n — x)!

- Number of permutations of n items selected x at atime:

n!

b= (n — x)!
- Binomial probability formula: P(x) = .C, p*q"*
- Mean and standard deviation of the binomial distribution:
w=np and o = Vnpq

« Hypergeometric probability formula:

er NfrCnfx
P(x) = ————~
() C.

et
x!
- Mean, variance, and standard deviation of the Poisson prob-
ability distribution:
w=A oc>=) ad o=V

- Poisson probability formula:  P(x) =

Chapter 6 ¢ Continuous Random Variables
and the Normal Distribution
X— @
ag
- Vaue of x when u, o, and zare known: x = u + zo

. zvalue for an x value: z =

Chapter 7 « Sampling Distributions
- Meanof X: uzx=pn
. Standard deviation of X when n/N = .05: o = o/Vn
X— p
0%

. zvauefor x: z=

- Population proportion: p = X/N

- Sample proportion: p = x/n

- Meanof p: us=p

- Standard deviation of p when n/N = .05 o = Vpg/n
P—p

9

. zvauefor p: z

Chapter 8 ¢ Estimation of the Mean and Proportion
. Point estimate of u = X

. Confidence interval for w using the normal distribution
when ¢ is known;

X = 0% Where (Ti:(f/\/ﬁ

- Confidenceinterval for u using the t distribution when o is
not known:

X + ts; where s, =s/Vn
- Margin of error of the estimate for u:
E=2zr; or ts
. Determining sample size for estimating w:
n = z20%/E?
. Confidence interval for p for alarge sample:
p + zs where s = \/f)q?
- Margin of error of the estimate for p:
E=2zs where s = Vpd/n

- Determining sample size for estimating p:
n = z°pg/E?

Chapter 9 ¢« Hypothesis Tests about the Mean
and Proportion

- Test statistic z for a test of hypothesis about w using the
normal distribution when o is known:

X— p
Z:

ag
where o3 = —+

% Vn
. Test statistic for atest of hypothesis about n using thet dis-
tribution when o is not known:

X —
t= =

where &—i
~Vh

. Test statistic for a test of hypothesis about p for a large

sample:
Z:p—p where aﬁ=1/%
Op n




Chapter 10 ¢ Estimation and Hypothesis Testing:
Two Populations

- Mean of the sampling distribution of X; — X,:
Mz —x, = M1 — M2
. Confidence interval for wu,; — u, for two independent

samples using the normal distribution when o, and o, are
known:

2 2
_ _ o1 03
(Xl - X2) * Za'il,)*(z Whae O'yl,)*(z = nil niz

. Test statistic for atest of hypothesis about w; — w, for two
independent samples using the normal distribution when o,
and o, are known:

(7(1 - 7(2) - (Ml - Mz)
0%,—%,

- For two independent samples taken from two populations
with equal but unknown standard deviations:

Pooled standard deviation:

sz\/(nl_ Dst + (n, — 1)s5

n+n,—2

Z=

Estimate of the standard deviation of X; — X:
L r T
%= %\n, " n,

Confidence interval for u; — u, using the t distribution:

(X — %) = 55,
Test statistic using the t distribution:
_ (X = Xo) = (2 — M)
- Sk, %,
- For two independent samples selected from two populations
with unegual and unknown standard deviations:

&G
n—-1 n—1

Degrees of freedom: df =

Estimate of the standard deviation of X; — X,:

g3

S-% — n

Confidence interval for u; — w, using the t distribution:
(X — %) = 55,
Test statistic using the t distribution:
(X = %) = (w1 — M)
S—%

t=

- For two paired or matched samples:
Sample mean for paired differences. d = 3d/n
Sample standard deviation for paired differences:

Mean and standard deviation of the sampling distribution
of d:

pi=pg and sg=s/Vh
Confidence interval for uy using the t distribution:
d = ts; where sj=s/Vn

Test statistic for a test of hypothesis about g using the t
distribution:

- For two large and independent samples, confidence interval
for pp — pa:
where 5 =Tt
- For two large and independent samples, for a test of
hypothesis about p; — p, with Hy: p; — p, = O:
Pooled sample proportion:
X; + X%

NPy + N,

P= n+n,

Estimate of the standard deviation of p; — p,:
_ 11
561762 - pq nl n2

(Pr = P2) — (Pr — P2)
S5,

Test statistic: z =

Chapter 11 ¢ Chi-Square Tests

- Expected frequency for a category for a goodness-of-fit
test:

E=np
- Degrees of freedom for a goodness-of-fit test:
df = k —1 wherek isthe number of categories
- Expected frequency for a cell for an independence or ho-
mogeneity test:
(Row total )(Column total)
Sample size
. Degrees of freedom for a test of independence or
homogeneity:

daf=(R-1)(C-1)
where R and C are the total number of rows and columns,
respectively, in the contingency table



. Test statistic for a goodness-of-fit test and a test of inde-
pendence or homogeneity:
(0 - FEy
2 =
X=3—F
. Confidence interval for the population variance o'
(n — 1)? (n — 1)s?
X i/z X %—a/z
. Test statistic for atest of hypothesis about o
(n — 1)s

0_2

2:

Chapter 12 ¢ Analysis of Variance

Let:
k = the number of different samples
(or treatments)
n, = the size of samplei
T; = the sum of the valuesin sample i
n = the number of values in all samples
=n+n+ng+---
>x = the sum of the values in all samples
=T+ T, +Tg+ -
Sx? = the sum of the squares of values in all samples
- For the F distribution:
Degrees of freedom for the numerator = k — 1
Degrees of freedom for the denominator = n — k
- Between-samples sum of squares:
SSB:<T5+T§+T§+ ...)_@X)Z
n n ng n
- Within-samples sum of squares:

T T3 )

+=+—=+

SSW = 3x? — (
N N, N3

. Total sum of squares:

S x)?
SST=SSB+SS\N=EX2—( n)
- Variance between samples:. MSB = SSB/(k — 1)
- Variance within samples:.  MSW = SSW/(n — k)
- Test statistic for a one-way ANOVA test:

F = MSB/MSW

Chapter 13 « Simple Linear Regression
- Simple linear regression model: y = A + BX + €
. Estimated simple linear regression model: § = a + bx

- Linear correlation coefficient: r =

- Sum of squares of Xy, xx, and yy:

3
SSoy:Exy—(EX)rf y)
ssmzzxz—%()2 and sa,yzzyz—@

. Least squares estimates of A and B:

b=2S5,/SS, and a=Yy— bx

. Standard deviation of the sample errors:

o= PSSy
n—2
- Error sum of squares. SSE = 3& = 3(y — §)?
e (2y)?
. Total sum of squares: SST = Sy? — ;

- Regression sum of squares:. SSR = SST — SSE
- Coefficient of determination: r* = b SS/SS,,
. Confidence interval for B:

b *+ts where s =s/VSSy

. Test statistic for atest of hypothesis about B: t = T

SSy
VSSiSSy

. Test statistic for a test of hypothesis about p:

n—2
1-1r2

t=r
- Confidence interval for wy,:
(X0 — %)

N 1
y*tyg, whee 5 =5 ﬁ+ s,

- Prediction interval for y,:

_ v)2
v+ ts; where s = Se\/1+i+(x053;)

Chapter 14 « Multiple Regression

Formulas for Chapter 14 along with the chapter are on the
Web site for the text.

Chapter 15 < Nonparametric Methods

Formulas for Chapter 15 along with the chapter are on the
Web site for the text.



Table IV Standard Normal Distribution Table

The entries in this table give the

cumulative area under the standard
normal curve to the left of z with the

values of z equal to 0 or negative. z 0 z

z .00 .01 .02 .03 .04 .05 .06 .07 .08 .09

—34| .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0002
—-3.3| .0005 .0005 .0005 .0004 .0004 .0004 .0004 .0004 .0004 .0003
—-3.2| .0007 .0007 .0006 .0006 .0006 .0006 .0006 .0005 .0005 .0005
—-3.1| .0010 .0009 .0009 .0009 .0008 .0008 .0008 .0008 .0007 .0007
—3.0| .0013 .0013 .0013 .0012 .0012 .0011 .0011 .0011 .0010 .0010

—29| .0019 .0018 .0018 .0017 .0016 .0016 .0015 .0015 .0014 .0014
—2.8| .0026 .0025 .0024 .0023 .0023 .0022 .0021 .0021 .0020 .0019
—2.7| .0035 .0034 .0033 .0032 .0031 .0030 .0029 .0028 .0027 .0026
—2.6| .0047 .0045 .0044 .0043 .0041 .0040 .0039 .0038 .0037 .0036
—25| .0062 .0060 .0059 .0057 .0055 .0054 .0052 .0051 .0049 .0048

—24| .0082 .0080 .0078 .0075 .0073 .0071 .0069 .0068 .0066 .0064
—23| .0107 .0104 .0102 .0099 .0096 .0094 .0091 .0089 .0087 .0084
—22| .0139 .0136 .0132 .0129 .0125 .0122 .0119 .0116 .0113 .0110
—-21| .0179 .0174 .0170 .0166 .0162 .0158 .0154 .0150 .0146 .0143
—20| .0228 .0222 .0217 0212 .0207 .0202 .0197 .0192 .0188 .0183

—-19| .0287 .0281 .0274 .0268 .0262 .0256 .0250 .0244 .0239 .0233
—18| .0359 .0351 .0344 .0336 .0329 .0322 .0314 .0307 .0301 .0294
—17| .0446 .0436 .0427 .0418 .0409 .0401 .0392 .0384 .0375 .0367
—16| .0548 .0537 .0526 .0516 .0505 .0495 .0485 .0475 .0465 .0455
—15| .0668 .0655 .0643 .0630 .0618 .0606 .0594 .0582 .0571 .0559

—14| .0808 .0793 .0778 .0764 .0749 .0735 .0721 .0708 .0694 .0681
—13| .0968 .0951 .0934 .0918 .0901 .0885 .0869 .0853 .0838 .0823
—-12| 1151 1131 112 .1093 1075 .1056 .1038 .1020 .1003 .0985
—-11| .1357 1335 1314 1292 1271 1251 1230 1210 1190 1170
—1.0| .1587 1562 1539 1515 1492 .1469 .1446 1423 1401 1379

—-09| .1841 1814 .1788 1762 1736 A711 .1685 .1660 1635 1611
—-08| .2119 .2090 .2061 .2033 .2005 1977 1949 1922 1894 .1867
—-0.7| .2420 .2389 .2358 2327 .2296 .2266 .2236 .2206 2177 2148
—-06| .2743 .2709 .2676 .2643 .2611 .2578 .2546 2514 .2483 2451
—05| .3085 .3050 .3015 .2981 .2946 2912 .2877 .2843 .2810 2776

—04| .3446 .3409 .3372 .3336 .3300 .3264 .3228 3192 3156 3121
-03| .3821 3783 .3745 3707 .3669 .3632 .3594 .3557 .3520 .3483
—-0.2| .4207 4168 4129 4090 4052 4013 .3974 .3936 .3897 .3859
—0.1| .4602 4562 4522 4483 4443 4404 4364 4325 4286 4247

0.0 .5000 4960 4920 4880 4840 4801 4761 4721 4681 4641

(continued on next page)



Table IV Standard Normal Distribution Table (continued from previous page)

The entries in this table give the

cumulative area under the standard
normal curve to the left of z with the
values of z equal to 0 or positive.

— TP

0

z

z

z .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.0 .5000 .5040 .5080 .5120 .5160 5199 .5239 5279 5319 .5359
01 .5398 5438 5478 5517 .5557 .5596 .5636 .5675 5714 .5753
0.2 .5793 .5832 5871 5910 .5948 .5987 .6026 .6064 .6103 .6141
0.3 .6179 6217 .6255 .6293 .6331 .6368 .6406 .6443 .6480 .6517
04 .6554 .6591 .6628 .6664 .6700 .6736 6772 .6808 .6844 .6879
05 .6915 .6950 .6985 .7019 .7054 .7088 7123 7157 .7190 1224
0.6 .7257 7291 1324 1357 .7389 1422 7454 .7486 7517 7549
0.7 .7580 .7611 7642 7673 7704 7734 7764 794 .7823 .7852
0.8 .7881 .7910 7939 71967 7995 .8023 .8051 .8078 .8106 .8133
09 .8159 .8186 8212 .8238 .8264 .8289 .8315 .8340 .8365 .8389
1.0 .8413 .8438 .8461 .8485 .8508 .8531 .8554 .8577 .8599 .8621
11 .8643 .8665 .8686 .8708 .8729 8749 .8770 .8790 .8810 .8830
12 .8849 .8869 .8888 .8907 .8925 .8944 .8962 .8980 .8997 .9015
13 .9032 .9049 .9066 .9082 .9099 9115 9131 9147 9162 9177
14 .9192 .9207 9222 .9236 9251 .9265 9279 .9292 .9306 .9319
15 .9332 .9345 .9357 .9370 .9382 .9394 .9406 .9418 .9429 .9441
16 .9452 .9463 9474 .9484 .9495 .9505 9515 .9525 .9535 .9545
17 .9554 .9564 9573 .9582 .9591 .9599 .9608 .9616 .9625 .9633
18 .9641 .9649 .9656 .9664 9671 .9678 .9686 .9693 .9699 .9706
19 9713 9719 9726 9732 .9738 9744 9750 .9756 9761 9767
2.0 9772 9778 .9783 .9788 .9793 .9798 .9803 .9808 .9812 .9817
21 .9821 .9826 .9830 .9834 .9838 .9842 .9846 .9850 .9854 .9857
2.2 .9861 .9864 .9868 9871 .9875 .9878 .9881 .9884 .9887 .9890
2.3 .9893 .9896 .9898 .9901 .9904 .9906 .9909 9911 9913 .9916
24 .9918 .9920 .9922 .9925 .9927 .9929 .9931 .9932 .9934 .9936
2.5 .9938 .9940 .9941 .9943 .9945 .9946 .9948 .9949 9951 .9952
2.6 .9953 .9955 .9956 .9957 .9959 .9960 .9961 .9962 .9963 .9964
2.7 .9965 .9966 .9967 .9968 .9969 .9970 9971 .9972 9973 .9974
2.8 9974 9975 .9976 9977 9977 .9978 9979 .9979 .9980 .9981
29 .9981 .9982 .9982 .9983 .9984 .9984 .9985 .9985 .9986 .9986
3.0 .9987 .9987 .9987 .9988 .9988 .9989 .9989 .9989 .9990 .9990
31 .9990 9991 9991 .9991 .9992 .9992 .9992 .9992 .9993 .9993
3.2 .9993 .9993 .9994 .9994 .9994 .9994 .9994 .9995 .9995 .9995
3.3 .9995 .9995 .9995 .9996 .9996 .9996 .9996 .9996 .9996 .9997
34 .9997 .9997 .9997 .9997 .9997 .9997 .9997 .9997 .9997 .9998

Thisis Table IV of Appendix C.



Table V The t Distribution Table

The entries in this table give the critical values
of t for the specified number of degrees ‘/’\r\
of freedom and areas in the right tail.

0 t

Area in the Right Tail under thet Distribution Curve
df .10 .05 .025 .01 .005 .001
1 3.078 6.314 12.706 31.821 63.657 318.309
2 1.886 2.920 4.303 6.965 9.925 22.327
3 1.638 2.353 3.182 4541 5.841 10.215
4 1.533 2132 2.776 3.747 4.604 7.173
5 1.476 2.015 2571 3.365 4.032 5.893
6 1.440 1.943 2447 3.143 3.707 5.208
7 1.415 1.895 2.365 2.998 3.499 4.785
8 1.397 1.860 2.306 2.896 3.355 4.501
9 1.383 1.833 2.262 2.821 3.250 4.297
10 1.372 1.812 2.228 2.764 3.169 4.144
11 1.363 1.796 2.201 2.718 3.106 4.025
12 1.356 1.782 2.179 2.681 3.055 3.930
13 1.350 1771 2.160 2.650 3.012 3.852
14 1.345 1.761 2.145 2.624 2.977 3.787
15 1.341 1.753 2131 2.602 2.947 3.733
16 1.337 1.746 2.120 2.583 2921 3.686
17 1.333 1.740 2.110 2.567 2.898 3.646
18 1.330 1.734 2.101 2.552 2.878 3.610
19 1.328 1.729 2.093 2.539 2.861 3.579
20 1.325 1.725 2.086 2.528 2.845 3.552
21 1.323 1721 2.080 2.518 2.831 3.527
22 1.321 1.717 2.074 2.508 2.819 3.505
23 1.319 1.714 2.069 2.500 2.807 3.485
24 1.318 1711 2.064 2.492 2.797 3.467
25 1.316 1.708 2.060 2.485 2.787 3.450
26 1.315 1.706 2.056 2479 2779 3435
27 1314 1.703 2.052 2473 2771 3421
28 1.313 1.701 2.048 2.467 2.763 3.408
29 1311 1.699 2.045 2.462 2.756 3.396
30 1.310 1.697 2.042 2.457 2.750 3.385
31 1.309 1.696 2.040 2.453 2.744 3.375
32 1.309 1.694 2.037 2.449 2.738 3.365
33 1.308 1.692 2.035 2.445 2.733 3.356
34 1.307 1.691 2.032 2441 2.728 3.348
35 1.306 1.690 2.030 2.438 2724 3.340

(continued on next page)



Table V The t Distribution Table (continued from previous page)

Areain the Right Tail under thet Distribution Curve

df 10 .05 .025 .01 .005 .001

36 1.306 1.688 2.028 2434 2.719 3.333
37 1.305 1.687 2.026 2431 2.715 3.326
38 1.304 1.686 2.024 2.429 2.712 3.319
39 1.304 1.685 2.023 2.426 2.708 3.313
40 1.303 1.684 2.021 2.423 2.704 3.307
41 1.303 1.683 2.020 2421 2.701 3.301
42 1.302 1.682 2.018 2.418 2.698 3.296
43 1.302 1.681 2.017 2.416 2.695 3.291
44 1.301 1.680 2.015 2414 2.692 3.286
45 1.301 1.679 2.014 2412 2.690 3.281
46 1.300 1.679 2.013 2.410 2.687 3.277
47 1.300 1.678 2.012 2.408 2.685 3.273
48 1.299 1.677 2.011 2.407 2.682 3.269
49 1.299 1.677 2.010 2.405 2.680 3.265
50 1.299 1.676 2.009 2.403 2.678 3.261
51 1.298 1.675 2.008 2.402 2.676 3.258
52 1.298 1.675 2.007 2.400 2.674 3.255
53 1.298 1.674 2.006 2.399 2.672 3.251
54 1.297 1.674 2.005 2.397 2.670 3.248
55 1.297 1.673 2.004 2.396 2.668 3.245
56 1.297 1.673 2.003 2.395 2.667 3.242
57 1.297 1.672 2.002 2.394 2.665 3.239
58 1.296 1.672 2.002 2.392 2.663 3.237
59 1.296 1671 2.001 2.391 2.662 3.234
60 1.296 1671 2.000 2.390 2.660 3.232
61 1.296 1.670 2.000 2.389 2.659 3.229
62 1.295 1.670 1.999 2.388 2.657 3.227
63 1.295 1.669 1.998 2.387 2.656 3.225
64 1.295 1.669 1.998 2.386 2.655 3.223
65 1.295 1.669 1.997 2.385 2.654 3.220
66 1.295 1.668 1.997 2.384 2.652 3.218
67 1.294 1.668 1.996 2.383 2.651 3.216
68 1.294 1.668 1.995 2.382 2.650 3.214
69 1.294 1.667 1.995 2.382 2.649 3.213
70 1.294 1.667 1.994 2.381 2.648 3211
71 1.294 1.667 1.994 2.380 2.647 3.209
72 1.293 1.666 1.993 2.379 2.646 3.207
73 1.293 1.666 1.993 2.379 2.645 3.206
74 1.293 1.666 1.993 2.378 2.644 3.204
75 1.293 1.665 1.992 2.377 2.643 3.202
© 1.282 1.645 1.960 2.326 2.576 3.090

Thisis Table V of Appendix C.
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Introductory Statistics is written for a one- or two-semester first course in applied statistics.
This book is intended for students who do not have a strong background in mathematics. The
only prerequisite for this text is knowledge of elementary algebra.

Today, college students from almost all fields of study are required to take at least one
course in statistics. Consequently, the study of statistical methods has taken on a prominent
role in the education of students from a variety of backgrounds and academic pursuits. From
the first edition, the goal of Introductory Statistics has been to make the subject of statistics
interesting and accessible to a wide and varied audience. Three major elements of this text
support this goal:

1. Redlistic content of its examples and exercises, drawing from a comprehensive range of ap-
plications from all facets of life

2. Clarity and brevity of presentation

3. Soundness of pedagogical approach

These elements are developed through the interplay of a variety of significant text features.

The feedback received from the users of the sixth edition of Introductory Statistics has
been very supportive and encouraging. Positive experiences reported by instructors and stu-
dents have served as evidence that this text offers an interesting and accessible approach to
stati stics—the author’s goal from the very first edition. The author has pursued the same goal
through the refinements and updates in this seventh edition, so that Introductory Statistics
can continue to provide a successful experience in statistics to a growing number of students
and instructors.

New to the Seventh Edition

The following are some of the changes made in the seventh edition:

B A large number of the examples and exercises are new, providing new and varied ways for
students to practice statistical concepts.

B Most of the case studies are new or revised, drawing on current uses of statistics in areas
of student interest.

B New chapter opening images and questions incorporate real data in familiar situations.

New data are integrated throughout, reinforcing the vibrancy of statistics and the relevance
of statistics to student lives right now.

The Technology Instruction sections have been heavily revised to support the use of the lat-
est versions of the T1-84/84+, Minitab, and Excel.

Many of the Uses and Misuses sections are either new or have been updated.
Many of the Decide for Yourself sections are either new or have been updated.
Several new Miniprojects have been added.

A large number of new Technology Assignments have been added.
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Style and Pedagogy

Thorough Examples

Step-by-Step Solutions

Enlightening Pedagogy

Realistic Applications

Abundant Exercises

Hallmark Features of this Text

Clear and Concise Exposition The explanation of statistical methods and concepts is clear and
concise. Moreover, the style is user-friendly and easy to understand. In chapter introductions and
in transitions from section to section, new idess are related to those discussed earlier.

Examples The text contains a wealth of examples, more than 200 in 15 chapters and Appendix
A. The examples are usually presented in a format showing a problem and its solution. They
are well sequenced and thorough, displaying all facets of concepts. Furthermore, the examples
capture students’ interest because they cover a wide variety of relevant topics. They are based
on situations that practicing statisticians encounter every day. Finaly, alarge number of exam-
ples are based on real data taken from sources such as books, government and private data
sources and reports, magazines, newspapers, and professional journals.

Solutions A clear, concise solution follows each problem presented in an example. When the
solution to an example involves many steps, it is presented in a step-by-step format. For in-
stance, examples related to tests of hypothesis contain five steps that are consistently used to
solve such examples in al chapters. Thus, procedures are presented in the concrete settings of
applications rather than as isolated abstractions. Frequently, solutions contain highlighted re-
marks that recall and reinforce ideas critical to the solution of the problem. Such remarks add
to the clarity of presentation.

Margin Notes for Examples A margin note appears beside each example that briefly de-
scribes what is being done in that example. Students can use these margin notes to assist them
as they read through sections and to quickly locate appropriate model problems as they work
through exercises.

Frequent Use of Diagrams Concepts can often be made more understandable by describing
them visually with the help of diagrams. This text uses diagrams frequently to help students
understand concepts and solve problems. For example, tree diagrams are used extensively in
Chapters 4 and 5 to assist in explaining probability concepts and in computing probabilities.
Similarly, solutions to all examples about tests of hypothesis contain diagrams showing rejec-
tion regions, nonrejection regions, and critical values.

Highlighting Definitions of important terms, formulas, and key concepts are enclosed in
colored boxes so that students can easily locate them.

Cautions Certain items need specia attention. These may deal with potential trouble spots
that commonly cause errors, or they may deal with ideas that students often overlook. Special
emphasis is placed on such items through the headings Remember, An Observation, or Warn-
ing. Anicon is used to identify such items.

Case Studies Case studies, which appear in amost all chapters, provide additional illustra-
tions of the applications of statistics in research and statistical analysis. Most of these case stud-
ies are based on articles/snapshots published in journals, magazines, or newspapers. All case
studies are based on real data.

Exercises and Supplementary Exercises The text contains an abundance of exercises
(excluding Technology Assignments)—approximately 1500 in 15 chapters and Appendix A.
Moreover, a large number of these exercises contain several parts. Exercise sets appearing at the
end of each section (or sometimes at the end of two or three sections) include problems on the
topics of that section. These exercises are divided into two parts: Concepts and Procedur es that
emphasize key ideas and techniques, and Applications that use these ideas and techniques in
concrete settings. Supplementary exercises appear at the end of each chapter and contain exer-
cises on al sections and topics discussed in that chapter. A large number of these exercises are
based on real data taken from varied data sources such as books, government and private data



sources and reports, magazines, newspapers, and professional journals. Not merely do the exer-
cises given in the text provide practice for students, but the real data contained in the exercises
provide interesting information and insight into economic, political, socia, psychological, and
other aspects of life. The exercise sets also contain many problems that demand critical thinking
skills. The answers to selected odd-numbered exercises appear in the Answers section at the back
of the book. Optional exercises are indicated by an asterisk (*).

Advanced Exercises All chapters (except Chapters 1 and 14) have a set of exercises that are
of greater difficulty. Such exercises appear under the heading Advanced Exercises as part of the
Supplementary Exercises.

Uses and Misuses This feature at the end of each chapter (before the Glossary) points out
common misconceptions and pitfalls students will encounter in their study of statistics and in
everyday life. Subjects highlighted include such diverse topics as the use of the word average
and grading on a curve.

Decide for Yourself This feature appears at the end of each chapter (except Chapter 1) just
before the Technology Instruction section. In this section, a real-world problem is discussed,
and questions are raised about this problem that readers are required to answer.

Glossary Each chapter has a glossary that lists the key terms introduced in that chapter, along
with a brief explanation of each term. Almost all the terms that appear in boldface type in the
text are in the glossary.

Self-Review Tests Each chapter contains a Self-Review Test, which appears immediately after
the Supplementary Exercises. These problems can help students test their grasp of the concepts
and skills presented in respective chapters and monitor their understanding of statistical meth-
ods. The problems marked by an asterisk (*) in the Self-Review Tests are optional. The answers
to almost all problems of the Self-Review Tests appear in the Answer section.

Formula Card A formula card that contains key formulas from all chapters and the normal
distribution and t distribution tables is included at the beginning of the book.

Technology Usage At the end of each chapter is a section covering uses of three major tech-
nologies of statistics and probability: the TI-84, Minitab, and Excel. For each technology, stu-
dents are guided through performing statistical analysesin a step-by-step fashion, showing them
how to enter, revise, format, and save data in a spreadsheet, workbook, or named and un-
named lists, depending on the technology used. Illustrations and screen shots demonstrate the
use of these technologies. Additional detailed technology instruction is provided in the technol-
ogy manuals that are online at www.wiley.com/college/mann.

Technology Assignments Each chapter contains a few technology assignments that appear at
the end of the chapter. These assignments can be completed using any of the statistical software.

Miniprojects Each chapter contains a few Miniprojects that appear just before the Decide it
Yourself sections. These Miniprojects are like very comprehensive exercises or ask students to
perform their own surveys and experiments. They provide practical applications of statistical
concepts to real life.

Data Sets A large number of data sets appear on the Web site for the text that is located
at www.wiley.com/college/mann. These data sets include the data for various exercises in
the text and eight large data sets. These eight large data sets are collected from various
sources and they contain information on several variables. Many exercises and assignments
in the text are based on these data sets. These large data sets can also be used for instruc-
tor-driven analyses using a wide variety of statistical software packages as well as the TI-
84. These data sets are available on the Web site of the text in a variety of formats in-
cluding Minitab?, Excel, and text for mats.

Minitab is a registered trademark of Minitab, Inc., Quality Plaza, 1829 Pine Hall Road, State College, PA 16801-3008.
Phone: 814-238-3280.
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Challenging Problems

Misconceptions and Pitfalls

Open-ended Problems

Summary and Review

Testing Yourself

Key Formulas

Technology Usage

Technology Assignments

Miniprojects

Data Sets
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Statistical Animations

Statistical Animations In relevant places throughout the text, an icon alerts students to the
availability of a statistical animation. These animations illustrate statistical concepts in the text,
and can be found on the companion Web-Site.

GAISE Report Recommendations Adopted

In 2003, the American Statistical Association (ASA) funded the Guidelines for Assessment and
Instruction in Statistics Education (GAISE) Project to develop ASA-endorsed guidelines for as-
sessment and instruction in statistics for the introductory college statistics course. The report,
which can be found at www.amstat.org/education/gaise, resulted in the following series of rec-
ommendations for the first course in statistics and data anaysis.

Emphasize statistical literacy and develop statistical thinking.

Use real data

Stress conceptual understanding rather than mere knowledge of procedures.
Foster active learning in the classroom.

Use technology for developing concepts and analyzing data.

Use assessments to improve and evaluate student learning.

ok~ wWNE

Here are a few examples of how this Introductory Statistics text can assist in helping you, the
instructor, in meeting the GAISE recommendations.

1. Many of the newer exercises require interpretation, not just a number. Graphical and nu-
meric summaries are combined in some new exercises in order to emphasize looking at the
whole picture, as opposed to using just one graph or one summary statistic.

2. The Decide for Yourself and Uses and Misuses features help to develop statistical thinking
and conceptual understanding.

3. All of the data sets in the exercises and in Appendix B are available on the book’s Web site.
They have been formatted for a variety of statistical software packages. This eliminates the
need to enter datainto the software. A variety of software instruction manuals also alows the
instructor to spend more time on concepts, and less time teaching how to use technology.

4. The Miniprojects help students to generate their own data by performing an experiment
and/or taking random samples from the large datasets given in Appendix B.

We highly recommend that all statisticsinstructors take the time to read the GAISE report. There
is awealth of information in this report that can be used by everyone.

Web Site

http://www.wiley.com/college/mann
The Web site for this text provides additional resources for instructors and students. The fol-
lowing items are available on this Web-site:

e Formula Card
e Statistical Animations
e Computerized Test Bank
e Instructor’s Solutions Manual
e PowerPoint Slides
o Data Sets (see Appendix B for a complete list of these data sets)
e Technology Resource Manuals.
Tl Graphing Calculator Manual
e Minitab Manual
» Excel Manua
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These manuals provide step-by-step instructions, screen captures, and examples for using tech-
nology in the introductory statistics course. Also provided are exercise tables and indications of
which exercises from the text best lend themselves to the use of the package presented.

e Chapter 14: Multiple Regression
 Chapter 15: Nonparametric Methods

Using WileyPLUS

This online teaching and learning environment integrates the entire digital textbook with
the most effective instructor and student resources to fit every learning style. With Wiley-
PLUS

« Students achieve concept mastery in arich, structured environment that is available 24/7.

* Instructors personalize and manage their course more effectively with assessment, assign-
ments, grade tracking, and more.

WIleyPLUS can complement the current textbook or replace the printed text altogether.

For Students

Personalize the learning experience:

Different learning styles, different levels of proficiency, different levels of preparation—each
of your students is unique. WleyPLUS empowers them to take advantage of their individual
strengths:

 Students receive timely access to resources that address their demonstrated needs and get
immediate feedback and remediation when needed.

* Integrated, multimedia resources provide multiple studypaths to fit each student’s learning
preferences and encourage more-active learning.

* WileyPLUS includes many opportunities for self-assessment linked to the relevant portions
of the text. Students can take control of their learning and practice until they master the
material.

For Instructors

Personalize the teaching experience:
WieyPLUS empowers you with the tools and resources you need to make your teaching even
more effective:

* You can customize your classroom presentation with a wealth of resources and functional-
ity, from PowerPoint slides to a database of rich visuals. You can even add your own mate-
rials to your WileyPLUS course.

* With WileyPLUS you can identify those students who are falling behind and intervene ac-
cordingly, without having to wait for them to come to your office hours.

* WileyPLUS simplifies and automates such tasks as student performance assessment, making
assignments, scoring student work, keeping grades, and more.

Supplements

The following supplements are available to accompany this text:

B Instructor’s Solutions Manual (ISBN 978-0-470-57241-2) This manual contains com-
pete solutions to all of the exercises in the text.
B Printed Test Bank (ISBN 978-0-470-57242-9) The printed copy of the test bank con-

tains a large number of multiple-choice questions, essay questions, and quantitative prob-
lems for each chapter.

Preface
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B Computerized Test Bank All of the questionsin the Printed Test Bank are available el ec-
tronically and can be obtained from the publisher.

B Student Solutions Manual (ISBN 978-0-470-57239-9) This manual contains complete
solutions to al of the odd-numbered exercises in the text.

B Student Study Guide (ISBN 978-0-470-57240-5) This guide contains review material
for afirst coursein statistics. Special attention is given to the critical material for each chap-

ter. Reviews of mathematical notation and formulas are also included.
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Do you feel compelled to shop at specific stores during the holidays? If yes, do you know why?
Do you think TV commercials have anything to do with it? In a survey conducted by the National
Retail Federation, only 18% of adults said that TV commercials influence them to shop at specific
stores. Do you find this value to be surprising? (See Case Study 1-2).

The study of statistics has become more popular than ever over the past four decades or so. The in-
creasing availability of computers and statistical software packages has enlarged the role of statistics
as a tool for empirical research. As a result, statistics is used for research in almost all professions,
from medicine to sports. Today, college students in almost all disciplines are required to take at least
one statistics course. Almost all newspapers and magazines these days contain graphs and stories on
statistical studies. After you finish reading this book, it should be much easier to understand these
graphs and stories.

Every field of study has its own terminology. Statistics is no exception. This introductory chapter
explains the basic terms of statistics. These terms will bridge our understanding of the concepts and
techniques presented in subsequent chapters.

1.1 What Is Statistics?
1.2 Types of Statistics

Case Study 1-1 2008 U.S.
Patent Leaders

Case Study 1-2 TV Commercials
and Holiday Shopping

1.3 Population Versus Sample

Case Study 1-3 On Road, It's
“Do as | Say, Not as | Do”

1.4 Basic Terms
1.5 Types of Variables

1.6 Cross-Section Versus
Time-Series Data

1.7 Sources of Data

1.8 Summation Notation
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Chapter 1

Introduction

1.1 What Is Statistics?

The word statistics has two meanings. In the more common usage, statistics refers to numeri-
cal facts. The numbers that represent the income of a family, the age of a student, the per-
centage of passes completed by the quarterback of a football team, and the starting salary of a
typical college graduate are examples of statistics in this sense of the word. A 1988 article in
U.S News & World Report declared “ Statistics are an American obsession.”! During the 1988
baseball World Series between the Los Angeles Dodgers and the Oakland A’s, the then NBC
commentator Joe Garagiola reported to the viewers numerical facts about the players per-
formances. In response, fellow commentator Vin Scully said, “I love it when you talk statis-
tics” In these examples, the word statistics refers to numbers.
The following examples present some statistics:

1. During the 43rd Super Bowl on February 1, 2009, NBC charged $3 million for a 30-second
commercial.

2. New York City mayor, Michael Bloomberg, gave $239 million to charity in 2008.

3. According to the Chronicle of Philanthropy, Wal-Mart gave $337.9 million to charity in
2007.

4. According to the U.S. Department of Agriculture, about 900 million roses were imported
from Colombia to the United States in 2005.

5. According to a 2008 SHRM Employee Benefit Survey, 3% of large companies allow pets
at work.

6. According to the Centers for Disease Control and Prevention, flu costs the United States
about $87 hillion a year in terms of direct medical costs, loss of life, and reduced quality
of life.

The second meaning of statistics refers to the field or discipline of study. In this sense of
the word, statistics is defined as follows.

Definition

Statistics Statistics is a group of methods used to collect, analyze, present, and interpret data
and to make decisions.

Every day we make decisions that may be personal, business related, or of some other kind.
Usually these decisions are made under conditions of uncertainty. Many times, the situations or
problems we face in the real world have no precise or definite solution. Statistical methods help
us make scientific and intelligent decisions in such situations. Decisions made by using statis-
tical methods are called educated guesses. Decisions made without using statistical (or scien-
tific) methods are pure guesses and, hence, may prove to be unreliable. For example, opening
alarge store in an area with or without assessing the need for it may affect its success.

Like amost al fields of study, statistics has two aspects: theoretical and applied. Theoreti-
cal or mathematical statistics deals with the development, derivation, and proof of statistical
theorems, formulas, rules, and laws. Applied statistics involves the applications of those theo-
rems, formulas, rules, and laws to solve real-world problems. This text is concerned with ap-
plied statistics and not with theoretical statistics. By the time you finish studying this book, you
will have learned how to think statistically and how to make educated guesses.

1.2 Types of Statistics

Broadly speaking, applied statistics can be divided into two areas. descriptive statistics and inf-
erential statistics.

2The Numbers Racket: How Polls and Statistics Lie,” U.S. News & World Report, July 11, 1988, pp. 44—47.



The accompanying chart shows the top five companies in the United States with the most patents. This
chart describes the data on patents as collected from these five companies and, hence, is an example of
descriptive statistics.

1.2.1 Descriptive Statistics

Suppose we have information on the test scores of students enrolled in a statistics class. In sta-
tistical terminology, the whole set of numbers that represents the scores of studentsis called a
data set, the name of each student is called an element, and the score of each student is called
an observation. (These terms are defined in more detail in Section 1.4.)

A data set in its original form is usually very large. Consequently, such a data set is not
very helpful in drawing conclusions or making decisions. It is easier to draw conclusions from
summary tables and diagrams than from the original version of a data set. So, we reduce data
to a manageable size by constructing tables, drawing graphs, or calculating summary measures
such as averages. The portion of statistics that helps us do this type of statistical analysis is
called descriptive statistics.

Definition

Descriptive Statistics Descriptive statistics consists of methods for organizing, displaying, and
describing data by using tables, graphs, and summary measures.

Both Chapters 2 and 3 discuss descriptive statistical methods. In Chapter 2, we learn how
to construct tables and how to graph data. In Chapter 3, we learn to calculate numerical sum-
mary measures, such as averages.

Case Study 1-1 presents an example of descriptive statistics.

1.2.2 Inferential Statistics

In statistics, the collection of all elements of interest is called a population. The selection of a
few elements from this population is called a sample. (Population and sample are discussed in
more detail in Section 1.3.)

A major portion of statistics deals with making decisions, inferences, predictions, and fore-
casts about populations based on results obtained from samples. For example, we may make some
decisions about the political views of al college and university students based on the political

2008 U.S.
PATENT
LEADERS

Source: USA TODAY, January 21,
2009. Copyright © 2009, USA
TODAY. Chart reproduced with
permission.
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TV COM-
MERCIALS
AND
HOLIDAY
SHOPPING

The accompanying chart shows the degree to which TV commercials motivate people to shop at specific
retailers. According to this survey conducted by the National Retail Federation, 18% of adults included in
the survey said that they are influenced by such commercials, 30% said that they are not influenced because
they regularly shop at those stores, and 44% said that they are not influenced at all. The chart indicates
that there is +1% margin of error. We will discuss the concept of margin of error in Chapter 8. Just to give
a quick and brief explanation, the margin of error means that the percentages given in the chart can change
in the plus or minus direction by 1% when applied to the population.

Source: USA TODAY, January 20, 2009. Copyright © 2009, USA TODAY. Chart reproduced with permission.

views of 1000 students selected from afew colleges and universities. As another example, we may
want to find the starting salary of atypica college graduate. To do so, we may select 2000 recent
college graduates, find their starting salaries, and make a decision based on this information. The
area of statistics that deals with such decision-making procedures is referred to as inferential
statistics. This branch of statistics is also called inductive reasoning or inductive statistics.

Definition

Inferential Statistics Inferential statistics consists of methods that use sample results to help
make decisions or predictions about a popul ation.

Case Study 1-2 presents an example of inferential statistics. It shows the results of a sur-
vey in which people were asked whether or not TV commercials motivate them to shop at
specific retailers.

Chapters 8 through 13 and parts of Chapter 7 deal with inferential statistics.

Probability, which gives a measurement of the likelihood that a certain outcome will occur,
acts as a link between descriptive and inferential statistics. Probability is used to make statements
about the occurrence or nonoccurrence of an event under uncertain conditions. Probability and prob-
ability distributions are discussed in Chapters 4 through 6 and parts of Chapter 7.

EXERCISES

B | CONCEPTS AND PROCEDURES
1.1 Briefly describe the two meanings of the word statistics.
1.2 Briefly explain the types of statistics.



1.3 Population Versus Sample

We will encounter the terms population and sample on amost every page of this text.? Conse-
quently, understanding the meaning of each of these two terms and the difference between them
is crucial.

Suppose a statistician is interested in knowing

1. The percentage of all votersin acity who will vote for a particular candidate in an election
The 2009 gross sales of all companies in New York City
3. The prices of all houses in California

N

In these examples, the statistician is interested in all voters, all companies, and all houses.
Each of these groups is called the population for the respective example. In statistics, a popu-
lation does not necessarily mean a collection of people. It can, in fact, be a collection of people
or of any kind of item such as houses, books, television sets, or cars. The population of inter-
est is usually called the target population.

Definition

Population or Target Population A population consists of all elements—individuals, items, or
objects—whose characteristics are being studied. The population that is being studied is also
called the target population.

Most of the time, decisions are made based on portions of populations. For example, the
election polls conducted in the United States to estimate the percentages of voters who favor
various candidates in any presidential election are based on only a few hundred or a few thou-
sand voters selected from across the country. In this case, the population consists of al regis-
tered voters in the United States. The sample is made up of afew hundred or few thousand vot-
ers who are included in an opinion poll. Thus, the collection of afew elements selected from a
population is called a sample.

Definition

Sample A portion of the population selected for study is referred to as a sample.

Figure 1.1 illustrates the selection of a sample from a population.

Population
Sample

Figure 1.1 Population and sample.

2To learn more about sampling and sampling techniques, refer to Appendix A.

1.3 Population Versus Sample
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The collection of information from the elements of a population or a sample is called a
survey. A survey that includes every element of the target population is called a census. Often
the target population is very large. Hence, in practice, a census is rarely taken because it is
expensive and time-consuming. In many cases, it is even impossible to identify each element
of the target population. Usually, to conduct a survey, we select a sample and collect the re-
quired information from the elements included in that sample. We then make decisions based
on this sample information. Such a survey conducted on a sample is called a sample survey.
As an example, if we collect information on the 2009 incomes of all families in Connecticut,
it will be referred to as a census. On the other hand, if we collect information on the 2009
incomes of 50 families from Connecticut, it will be called a sample survey.

Definition

Census and Sample Survey A survey that includes every member of the population is called a
census. The technique of collecting information from a portion of the population is called a
sample survey.

Case Study 1-3 presents an example of a sample survey.

The purpose of conducting a sample survey is to make decisions about the corresponding
population. It is important that the results obtained from a sample survey closely match the re-
sults that we would obtain by conducting a census. Otherwise, any decision based on a sample
survey will not apply to the corresponding population. As an example, to find the average income
of families living in New York City by conducting a sample survey, the sample must contain
families who belong to different income groups in almost the same proportion as they exist in
the population. Such asampleiscalled arepresentative sample. Inferences derived from arep-
resentative sample will be more reliable.

Definition

Representative Sample A sample that represents the characteristics of the population as closely
as possibleis called a representative sample.

A sample may be random or nonrandom. In a random sample, each element of the pop-
ulation has a chance of being included in the sample. However, in a nonrandom sample this
may not be the case.

Definition

Random Sample A sample drawn in such a way that each element of the population has a
chance of being selected is called arandom sample. If all samples of the same size selected from
a population have the same chance of being selected, we call it smple random sampling. Such
asampleis caled a smple random sample.

One way to select a random sample is by lottery or draw. For example, if we are to select
5 students from a class of 50, we write each of the 50 names on a separate piece of paper. Then
we place all 50 dipsin a box and mix them thoroughly. Finally, we randomly draw 5 dlips from
the box. The 5 names drawn give a random sample. On the other hand, if we arrange all 50
names alphabetically and then select the first 5 names on the list, it is a nonrandom sample be-
cause the students listed 6th to 50th have no chance of being included in the sample.

A sample may be selected with or without replacement. In sampling with replacement,
each time we select an element from the population, we put it back in the population before we



Most motorists in the USA—78%—call aggressive driving a serious concern yet nearly half admit speeding
on major highways in the past 30 days, according to a survey and analysis of research made public today
by the AAA Foundation for Traffic Safety.

Drivers also confessed to recently speeding on residential streets, speeding up to beat yellow lights,
honking at other drivers and tailgating, a AAA Foundation survey of 2509 adults found.

The report reflects what the Washington, D.C.—based, not-for-profit arm of the automobile club calls
American drivers’ “do as | say, not as | do” attitude.

Changing that attitude is the first step toward making roads safe from aggressive driving, says Peter
Kissinger, president and CEO of the foundation, who notes that traffic crashes kill someone every 13 minutes.
Aggressive driving is a factor in 56% of fatal crashes, according to a Foundation study of federal data of
fatal crashes from 2003 through 2007, the most recent data available.

“We count (traffic deaths) in ones, twos and threes, as opposed to a plane falling out of the sky,
which gets major attention.” Kissinger says, “But this is a major public health crisis”

Aggressive driving, the National Highway Traffic Safety Administration says, occurs when “an individ-
ual commits a combination of moving traffic offenses so as to endanger other persons or property” These
often include speeding, tailgating, improper lane changes, failing to yield the right of way, improper pass-
ing, and running red lights.

In the past 10 years, 14 states have taken steps against aggressive driving, according to the Gover-
nors Highway Safety Association.

“Traffic Congestion is generally the No. 1 cause for aggressive driving,” says Thomas Gianni, deputy
chief of the Maryland Highway Safety Office and regional coordinator of a crackdown on aggressive driv-
ing by 150 police agencies in Maryland, Virginia, and Washington, D.C. “People are trying to get to too
many places and they don't allow themselves the time to get where they need to be!”

Amanda Cooke, 21, a computer teacher in Running Springs, Calif., says she used to drive so aggres-
sively that her boyfriend was afraid to ride with her. “I'd cut people off to get into the lane | wanted to
get in,” she says. “I'd tailgate them if they were going too slow or blink my lights if it was night” Cooke
says she stopped driving that way after crashing into another driver. “I didn't think it was as risky as it
was,” she says.

Source: Larry Copeland, USA TODAY, April 21, 2009. Reproduced with permission.
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select the next element. Thus, in sampling with replacement, the population contains the same
number of items each time a selection is made. As aresult, we may select the same item more
than once in such a sample. Consider a box that contains 25 marbles of different colors.
Suppose we draw a marble, record its color, and put it back in the box before drawing the next
marble. Every time we draw a marble from this box, the box contains 25 marbles. This is an
example of sampling with replacement. The experiment of rolling a die many times is another
example of sampling with replacement because every roll has the same six possible outcomes.

Sampling without replacement occurs when the selected element is not replaced in the
population. In this case, each time we select an item, the size of the population is reduced by
one element. Thus, we cannot select the same item more than once in this type of sampling.
Most of the time, samples taken in statistics are without replacement. Consider an opinion poll
based on a certain number of voters selected from the population of all eligible voters. In this
case, the same voter is not selected more than once. Therefore, this is an example of sampling
without replacement.

EXERCISES

Il | CONCEPTS AND PROCEDURES

1.3 Briefly explain the terms population, sample, representative sample, random sample, sampling with
replacement, and sampling without replacement.

1.4 Give one example each of sampling with and sampling without replacement.

1.5 Briefly explain the difference between a census and a sample survey. Why is conducting a sample
survey preferable to conducting a census?

l APPLICATIONS

1.6 Explain whether each of the following constitutes a population or a sample.
a. Pounds of bass caught by all participants in a bass fishing derby
b. Credit card debts of 100 families selected from a city
¢. Number of home runs hit by all Major League baseball players in the 2009 season
d. Number of parole violations by all 2147 parolees in a city
e. Amount spent on prescription drugs by 200 senior citizens in a large city

1.7 Explain whether each of the following constitutes a population or a sample.
a. Number of personal fouls committed by all NBA players during the 2008-2009 season
b. Yield of potatoes per acre for 10 pieces of land
c. Weekly salaries of all employees of a company
d. Cattle owned by 100 farmersin lowa
e. Number of computers sold during the past week at all computer stores in Los Angeles

1.4 Basic Terms

It is very important to understand the meaning of some basic terms that will be used frequently
in this text. This section explains the meaning of an element (or member), a variable, an
observation, and a data set. An element and a data set were briefly defined in Section 1.2. This
section defines these terms formally and illustrates them with the help of an example.

Table 1.1 gives information on the 2007 charitable givings (in millions of U.S. dollars) by
six retail companies. We can call this group of companies a sample of six companies. Each
company listed in this table is called an element or a member of the sample. Table 1.1 con-
tains information on six elements. Note that elements are also called observational units.

Definition

Element or Member An element or member of asample or population is a specific subject or object
(for example, a person, firm, item, state, or country) about which the information is collected.



Table 1.1 Charitable Givings of Six Retailersin 2007

2007 Charitable Givings «<— Vaiable

Company (millions of dollars)

Home Depot 42

Macy’s 35.2
An element An observation
or amember} - N {or measurement

Best Buy 31.8

Target 168.9

Lowe's 275

Source: The Chronicle of Philanthropy.

The 2007 charitable givings in our example is called a variable. The 2007 charitable givings
is a characteristic of companies that we are investigating or studying.

Definition

Variable A variable is a characteristic under study that assumes different values for different
elements. In contrast to a variable, the value of a constant is fixed.

Other examples of variables are the incomes of households, the number of houses built in
a city per month during the past year, the makes of cars owned by people, the gross profits of
companies, and the number of insurance policies sold by a salesperson per day during the past
month.

In general, avariable assumes different values for different elements, as does the 2007 char-
itable givings of the six companiesin Table 1.1. For some elements in a data set, however, the
values of the variable may be the same. For example, if we collect information on incomes of
households, these households are expected to have different incomes, although some of them
may have the same income.

A variable is often denoted by X, y, or z. For instance, in Table 1.1, the 2007 charitable giv-
ings of companies may be denoted by any one of these letters. Starting with Section 1.8, we
will begin to use these letters to denote variables.

Each of the values representing the 2007 charitable givings of the six companiesin Table 1.1
is called an observation or measurement.

Definition

Observation or Measurement The value of avariable for an element is called an observation or
measurement.

From Table 1.1, the 2007 charitable givings of Wal-Mart were $337.9 million. The value
$337.9 million is an observation or a measurement. Table 1.1 contains six observations, one for
each of the six retail companies.

The information given in Table 1.1 on 2007 charitable givings of companies is called the
data or adata set.

Definition

Data Set A data set is a collection of observations on one or more variables.

1.4 Basic Terms
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Other examples of data sets are a list of the prices of 25 recently sold homes, test scores
of 15 students, opinions of 100 voters, and ages of all employees of a company.

EXERCISES

M | CONCEPTS AND PROCEDURES

1.8 Explain the meaning of an element, a variable, an observation, and a data set.

Il APPLICATIONS

1.9 The following table gives the number of dog bites reported to the police last year in six cities.

City Number of Bites
Center City 47
Elm Grove 32
Franklin 51
Bay City a4
Oakdale 12
Sand Point 3

Briefly explain the meaning of a member, a variable, a measurement, and a data set with reference to this table.
1.10 The following table gives the state taxes (in dollars) on a pack of cigarettes for nine states as of

April 1, 2009.

State Tax
State (in dallars)
Alaska 2.00
lowa 1.36
Massachusetts 251
Missouri A7
New Hampshire 1.33
New York 275
Ohio 125
South Carolina .07
West Virginia .55

Briefly explain the meaning of a member, a variable, a measurement, and a data set with reference to this table.

1.11 Refer to the data set in Exercise 1.9.
a. What is the variable for this data set?
b. How many observations are in this data set?
c. How many elements does this data set contain?

1.12 Refer to the data set in Exercise 1.10.
a. What is the variable for this data set?
b. How many observations are in this data set?
c. How many elements does this data set contain?

1.5 Types of Variables

In Section 1.4, we learned that a variable is a characteristic under investigation that assumes
different values for different elements. The incomes of families, heights of persons, gross sales
of companies, prices of college textbooks, makes of cars owned by families, number of acci-
dents, and status (freshman, sophomore, junior, or senior) of students enrolled at a university
are examples of variables.



A variable may be classified as quantitative or qualitative. These two types of variables are
explained next.

1.5.1 Quantitative Variables

Some variables (such as the price of ahome) can be measured numerically, whereas others (such
as hair color) cannot. The first is an example of a quantitative variable and the second that of
a qualitative variable.

Definition

Quantitative Variable A variable that can be measured numerically is called a quantitative vari-
able. The data collected on a quantitative variable are called quantitative data.

Incomes, heights, gross sales, prices of homes, number of cars owned, and number of ac-
cidentsare examples of quantitative variables because each of them can be expressed numerically.
For instance, the income of afamily may be $81,520.75 per year, the gross sales for a company
may be $567 million for the past year, and so forth. Such quantitative variables may be classi-
fied as either discrete variables or continuous variables.

Discrete Variables

The values that a certain quantitative variable can assume may be countable or noncountable.
For example, we can count the number of cars owned by a family, but we cannot count the
height of a family member. A variable that assumes countable values is called a discrete vari-
able. Note that there are no possible intermediate values between consecutive values of a dis-
crete variable.

Definition

Discrete Variable A variable whose values are countable is called a discrete variable. In
other words, a discrete variable can assume only certain values with no intermediate values.

For example, the number of cars sold on any day at a car dealership is a discrete variable
because the number of cars sold must be 0, 1, 2, 3, . . . and we can count it. The number of cars
sold cannot be between 0 and 1, or between 1 and 2. Other examples of discrete variables are
the number of people visiting a bank on any day, the number of carsin a parking lot, the num-
ber of cattle owned by a farmer, and the number of students in a class.

Continuous Variables

Some variables cannot be counted, and they can assume any numerical value between two num-
bers. Such variables are called continuous variables.

Definition

Continuous Variable A variable that can assume any numerical value over a certain interval or
intervals is called a continuous variable.

The time taken to complete an examination is an example of a continuous variable because
it can assume any value, let us say, between 30 and 60 minutes. The time taken may be 42.6
minutes, 42.67 minutes, or 42.674 minutes. (Theoretically, we can measure time as precisely as

1.5 Types of Variables
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we want.) Similarly, the height of a person can be measured to the tenth of an inch or to the
hundredth of an inch. However, neither time nor height can be counted in a discrete fashion.
Other examples of continuous variables are weights of people, amount of sodain a 12-ounce can
(note that a can does not contain exactly 12 ounces of soda), and yield of potatoes (in pounds)
per acre. Note that any variable that involves money is considered a continuous variable.

1.5.2 Qualitative or Categorical Variables

Variables that cannot be measured numerically but can be divided into different categories are
called qualitative or categorical variables.

Definition

Qualitative or Categorical Variable A variable that cannot assume a numerical value but can be
classified into two or more nonnumeric categoriesis called a qualitative or categorical variable.
The data collected on such a variable are called qualitative data.

For example, the status of an undergraduate college student is a qualitative variable because
a student can fall into any one of four categories: freshman, sophomore, junior, or senior. Other
examples of qualitative variables are the gender of a person, the brand of a computer, the opin-
ions of people, and the make of a car.

Figure 1.2 illustrates the types of variables.

Variable
I I
Quantitative Qualitative or categorical
| (e.g., make of a
computer, opinions of

| | people, gender)
Discrete Continuous
(e.g., number of (e.g., length,
houses, cars, age, height,
accidents) weight, time)

Figure 1.2 Types of variables.

EXERCISES

B | CONCEPTS AND PROCEDURES

1.13 Explain the meaning of the following terms.
. Quantitative variable

. Qualitative variable

. Discrete variable

. Continuous variable

. Quantitative data

f. Qualitative data

oo

D Q0

Il APPLICATIONS

1.14 Indicate which of the following variables are quantitative and which are qualitative.
a. Number of personsin a family
. Colors of cars
Marital status of people
. Time to commute from home to work
Number of errorsin a person’s credit report

D0 oT
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1.15 Indicate which of the following variables are quantitative and which are qualitative.
a. Number of typographical errors in newspapers
b. Monthly TV cable bills
c. Spring break locations favored by college students
d. Number of cars owned by families
e. Lottery revenues of states

1.16 Classify the quantitative variables in Exercise 1.14 as discrete or continuous.
1.17 Classify the quantitative variables in Exercise 1.15 as discrete or continuous.

1.6 Cross-Section Versus Time-Series Data

Based on the time over which they are collected, data can be classified as either cross-section
or time-series data.

1.6.1 Cross-Section Data

Cross-section data contain information on different elements of a population or sample for
the same period of time. The information on incomes of 100 families for 2009 is an example
of cross-section data. All examples of data already presented in this chapter have been cross-
section data.

Definition

Cross-Section Data Data collected on different elements at the same point in time or for the
same period of time are called cross-section data.

Table 1.1 is reproduced here as Table 1.2 that shows the 2007 charitable givings of six re-
tail companies. Because this table presents data on the charitable givings of six companies for
the same period (2007), it is an example of cross-section data.

Table 1.2 Charitable Givings of Six Retailersin 2007

2007 Charitable Givings

Company (millions of dollars)
Home Depot 42

Macy’s 352
Wal-Mart 337.9

Best Buy 318

Target 168.9

Lowe's 275

Source: The Chronicle of Philanthropy.

1.6.2 Time-Series Data

Time-series data contain information on the same element for different periods of time. Infor-
mation on U.S. exports for the years 1983 to 2009 is an example of time-series data.

Definition

Time-Series Data Data collected on the same element for the same variable at different points
in time or for different periods of time are called time-series data.

13
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The data given in Table 1.3 are an example of time-series data. This table lists the total
number of indoor movie screens in the United States for the years 2003 to 2008. Note that each
screen in each theater counts as one. For example, a movieplex with 8 screens would count as
8 toward the total number of screens.

Table 1.3 Number of Movie Screens

Total Indoor
Year Movie Screens
2003 35,361
2004 36,012
2005 37,092
2006 37,776
2007 38,159
2008 38,198

Source: National Association for Theater Owners.

1.7 Sources of Data

The availability of accurate and appropriate data is essential for deriving reliable results.® Data
may be obtained from internal sources, external sources, or surveys and experiments.

Many times data come from internal sources, such as a company’s personnel files or ac-
counting records. For example, a company that wants to forecast the future sales of its prod-
uct may use the data of past periods from its records. For most studies, however, al the data
that are needed are not usually available from internal sources. In such cases, one may have
to depend on outside sources to obtain data. These sources are called external sources. For in-
stance, the Statistical Abstract of the United States (published annually), which contains var-
ious kinds of data on the United States, is an externa source of data.

A large number of government and private publications can be used as external sources of
data. The following is alist of some government publications.

Satistical Abstract of the United States
Employment and Earnings

Handbook of Labor Satistics

Source Book of Criminal Justice Satistics
Economic Report of the President

County & City Data Book

Sate & Metropolitan Area Data Book
Digest of Education Statistics

Health United States

Agricultural Satistics

=

© O N A~

=
©

Most of the data contained in these books can be accessed on Internet sites such as www.
census.gov (Census Bureau), www.bls.gov (Bureau of Labor Statistics), www.ojp.usdoj.gov/bjs
(Office of Justice Program, U.S. Department of Justice, Bureau of Justice Statistics), www.os.
dhhs.gov (U.S. Department of Health and Human Services), and www.usda.gov/nass/pubs/
agstats.htm (U.S. Department of Agriculture, Agricultural Statistics).

Besides these government publications, a large number of private publications (e.g.,
Sandard & Poors Security Owner’s Stock Guide and World Almanac and Book of Facts) and

3Sources of data are discussed in more detail in Appendix A.


www.os.dhhs.gov
www.usda.gov/nass/pubs/agstats.htm (U.S. Department of Agriculture, Agricultural Statistics)
http://www.census.gov
http://www.census.gov
http://www.bls.gov
http://www.ojp.usdoj.gov/bjs

1.8 Summation Notation

periodicals (e.g., The Wall Sreet Journal, USA TODAY, Fortune, Forbes, and Business \eek)
can be used as external data sources.

Sometimes the needed data may not be available from either internal or external sources.
In such cases, the investigator may have to conduct a survey or experiment to obtain the
required data. Appendix A discusses surveys and experiments in detail.

EXERCISES

Il | CONCEPTS AND PROCEDURES

1.18 Explain the difference between cross-section and time-series data. Give an example of each of these
two types of data.

1.19 Briefly describe internal and external sources of data.

l APPLICATIONS

1.20 Classify the following as cross-section or time-series data.
a. Food hill of afamily for each month of 2009
b. Number of armed robberies each year in Dallas from 1998 to 2009
¢. Number of supermarkets in 40 cities on December 31, 2009
d. Gross sales of 200 ice cream parlors in July 2009

1.21 Classify the following as cross-section or time-series data.
a. Average prices of houses in 100 cities
b. Salaries of 50 employees
c. Number of cars sold each year by General Motors from 1980 to 2009
d. Number of employees employed by a company each year from 1985 to 2009

1.8 Summation Notation

Sometimes mathematical notation helps express a mathematical relationship concisely. This sec-
tion describes the summation notation that is used to denote the sum of values.

Suppose a sample consists of five literary books, and the prices of these five books are $75,
$80, $35, $97, and $88, respectively. The variable price of a book can be denoted by x. The
prices of the five books can be written as follows:

Price of thefirst book = x, = $75
T

Subscript of x denotes the
number of the book

Similarly,
Price of the second book = x, = $80
Price of the third book = x; = $35
Price of the fourth book = x, = $97
Price of the fifth book = x5 = $88

In this notation, x represents the price, and the subscript denotes a particular book.
Now, suppose we want to add the prices of all five books. We obtain

Xp + X + X3+ X, + X5 = 75 + 80 + 35 + 97 + 88 = $375

The uppercase Greek letter 3, (pronounced sigma) is used to denote the sum of all values.
Using 3 notation, we can write the foregoing sum as follows:

SX =X + X + X3 + X, + X5 = $375

15
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The notation 2x in this expression represents the sum of al the values of x and isread as “sigma
X" or “sum of all values of x.”

B EXAMPLE 1-1
; _ Annud salaries (in thousands of dollars) of four workers are 75, 90, 125, and 61, respectively. Find
Using summation

notation: one variable. (@ =x  (b) (2x?* (o) =¥

Solution Let x;, X5, X5, and X, be the annual salaries (in thousands of dollars) of the first,
second, third, and fourth worker, respectively. Then,

X, = 75, X, = 90, Xz = 125, and X, = 61

(@) X=X, + X + X3+ X, = 75+ 90 + 125 + 61 = 351 = $351,000
(b) Note that (2x)? is the square of the sum of al x values. Thus,

(SX)? = (351)% = 123,201

(c) The expression 2x? is the sum of the squares of x values. To calculate 3.x%, we first
square each of the x values and then sum these squared values. Thus,

3x2 = (75)% + (90)? + (125)% + (61)?
= 5625 + 8100 + 15,625 + 3721 = 33,071 |

B EXAMPLE 1-2

The following table lists four pairs of m and f values:

Using summation
notation: two variables.

m 12 15 20 30
f 5 9 10 16

Compute the following:
(@ =m (b) 2f2  (c) Smf (d) Sm*

Solution We can write
m, = 12 m, = 15 m; = 20 m, = 30
f1:5 f2:9 f3:10 f4:16
(@ Sm=12+15+20+30=77
(b) 2f2= (5 + (9)* + (10)*> + (16)> = 25 + 81 + 100 + 256 = 462
(c) To compute X mf, we multiply the corresponding values of m and f and then add the
products as follows:
cmf = myfy + mpf, + mfy + myfy
= 12(5) + 15(9) + 20(10) + 30(16) = 875

(d) To calculate 3 n¥f, we square each m value, then multiply the corresponding n? and
f values, and add the products. Thus,

e = (M), + (M), + (me)fs + (my)fs
= (12)(5) + (151(9) + (20)2(10) + (30)(16) = 21,145

The calculations done in parts (&) through (d) to find the values of X m, 32, 3 mf, and > méf
can be performed in tabular form, as shown in Table 1.4.



Table 1.4
m f f2 mf m?f
12 5Xx5 = 25 12xX5 = 60 12X 12%x5 = 720
15 9x9 = 81 15x 9 =135 15X 15X 9 = 2025
20 10 10 X 10 = 100 20 X 10 = 200 20 X 20 X 10 = 4000
30 16 16 X 16 = 256 30 X 16 = 480 30 X 30 X 16 = 14,400
Sm= 77 Sf =40 Sf2 = 462 Smf = 875 Sf = 21,145

The columns of Table 1.4 can be explained as follows.

1. Thefirst column lists the values of m. The sum of these values gives Sm = 77.

2. The second column lists the values of f. The sum of this column gives 2f = 40.

3. The third column lists the squares of the f values. For example, the first value, 25, is
the square of 5. The sum of the values in this column gives 3f2 = 462.

4. The fourth column records products of the corresponding m and f values. For exam-
ple, the first value, 60, in this column is obtained by multiplying 12 by 5. The sum of
the values in this column gives X mf = 875.

5. Next, the m values are squared and multiplied by the corresponding f values. The re-
sulting products, denoted by n¥f, are recorded in the fifth column. For example, the
first value, 720, is obtained by squaring 12 and multiplying this result by 5. The sum
of the values in this column gives S néf = 21,145, -

EXERCISES

B | CONCEPTS AND PROCEDURES

1.22 The following table lists five pairs of mand f values.

m 5 10 17 20 25
f 1 28 6 1 64

Compute the value of each of the following:

a m

b. 3f? c. xmf d. Snéf

1.23 The following table lists six pairs of mand f values.

m 3 6 25 12 15 18
f 16 11 16 8 4 14

Calculate the value of each of the following:

a f

b. Sm? c. mf d. Snf

1.24 The following table contains information on the NCAA Men’s Basketball Championship tournament
Final Four teams for the 31-year period from 1979 to 2009. The table shows how many teams with each
seeding qualified for the Final Four during these 31 years. For example, 53 of the 124 Final Four teams
during these 31 years were seeded number one, 27 of the 124 Final Four teams were seeded number two,
and so on. Note that none of the teams seeded number 10 qualified for the Final Four in these 31 years.

Seed

1

2

3

4

5

6

7

8

9

1

Number of Teamsin Men’s Final Four

53

27

15

10

5

6

1

4

1

2

Let y denote the seed and x denote the number of teams having that seed. Calculate the following:
d. 3y

a 2x b. 2y c. Xxy

e (Jy)?

1.8 Summation Notation
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1.25 The following table contains the same kind of information as the table in Exercise 1.24 but for the
NCAA Women's Basketball Championship tournament Final Four teams for 28 years from 1982 to 2009.

Seed 1 2 3 4 5 6 7 8
Number of Teamsin Women's Final Four 59 27 12 8 1 2

Let y denote the seed and x denote the number of teams having that seed. Calculate the following:

a Sx b. 2y c. 2xy d. 3y? e (Sy)?

H APPLICATIONS

1.26 Eight randomly selected customers at alocal grocery store spent the following amounts on groceries
in asingle visit: $216, $184, $35, $92, $144, $175, $11, and $57, respectively. Let y denote the amount
spent on groceries in a single visit. Find:

a 3y b. (Sy)? c. 3y
1.27 The number of pizzas delivered to a college campus on six randomly selected nights is 48, 103, 95,
188, 286, and 136, respectively. Let x denote the number of pizzas delivered to this college campus on any
given night. Find:

a. 3x b. (2x)? c. 3%

1.28 Prices (in thousands of dollars) of five new cars are 28, 35, 39, 54, and 18, respectively. Let x be the
price of a new car in this sample. Find:
a. 3x b. (2x)? c. Ix?

1.29 The number of students (rounded to the nearest thousand) currently enrolled at seven universities is
7, 39, 21, 16, 3, 43, and 19, respectively. Let x be the number of students currently enrolled at a univer-

sity. Find:

a. Ix b. (2x)?

c. S¥

USES AND MISUSES... SPEAKING THE LANGUAGE OF STATISTICS

Have you ever heard the statistic “the average American family has
2.1 children?” What is wrong with this statement, and how do we fix
it? How about: “In a representative sample of 10 American families,
one can expect there to be 21 children”” The statement is wordy but
more accurate. Why do we care?

Statisticians pay close attention to definitions because, without
them, calculations would be impossible to make and interpretations
of the data would be meaningless. Often, when you read statistics
reported in the newspaper, the journalist or editor sometimes
chooses to describe the results in a way that is easier to understand
but that distorts the actual statistical result.

Let us pick apart our example. The word average has a very spe-
cific meaning in probability (Chapters 4 and 5). The intended meaning
of the word here really is typical. The adjective American helps us de-
fine the population. The Census Bureau defines family as “a group of
two people or more (one of whom is the householder) related by birth,
marriage, or adoption and residing together; all such people (including

Glossary

related subfamily members) are considered as members of one family”
It defines children as “all persons under 18 years, excluding people who
maintain households, families, or subfamilies as a reference person or
spouse.” We understand implicitly that a family cannot have a fractional
number of children, so we accept that this discrete variable takes on
the properties of a continuous variable when we are talking about the
characteristics of a large population. How large does the population
need to be before we can derive continuous variables from discrete
variables? The answer comes in the chapters that follow.

The moral of the story is that whenever you read a statistical re-
sult, be sure that you understand the definitions of the terms used
to describe the result and relate those terms to the definitions that
you already know. In some cases year is a categorical variable, in oth-
ers it is a discrete variable, and in others it is a continuous variable.
Many surveys will report that “respondents feel better, the same, or
worse” about a particular subject. Although better, same, and worse
have a natural order to them, they do not have numerical values.

Census A survey that includes all members of the population.

Continuousvariable A (quantitative) variablethat can assume any
numerical value over a certain interval or intervals.

Cross-section data Data collected on different elements at the
same point in time or for the same period of time.



Data or data set  Collection of observations or measurements on
avariable.

Descriptive statistics  Collection of methods for organizing, display-
ing, and describing data using tables, graphs, and summary measures.

Discrete variable A (quantitative) variable whose values are
countable.

Element or member A specific subject or object included in a
sample or population.

Inferential statistics Collection of methods that help make deci-
sions about a population based on sample results.

Observation or measurement  Thevaueof avariablefor an element.

Population or target population The collection of al elements
whose characteristics are being studied.

Qualitative or categorical data Data generated by a qualitative
variable.

Qualitative or categorical variable A variablethat cannot assume
numerical values but is classified into two or more categories.

Quantitative data Data generated by a quantitative variable.
Quantitativevariable A variablethat can be measured numerically.

Supplementary Exercises
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Random sample A sample drawn in such away that each element
of the population has some chance of being included in the sample.

Representative sample A sample that contains the same charac-
teristics as the corresponding population.

Sample A portion of the population of interest.

Sample survey A survey that includes elements of a sample.

Simplerandom sampling If al samples of the same size selected
from a population have the same chance of being selected, it iscalled
simple random sampling. Such a sample is called a simple random
sample.

Statistics  Group of methods used to collect, analyze, present, and
interpret data and to make decisions.

Survey Collection of data on the elements of a population or
sample.

Time-series data Data that give the values of the same variable
for the same element at different points in time or for different pe-
riods of time.

Variable A characteristic under study or investigation that assumes
different values for different elements.

1.30 The following table gives the total number of DVDs sold at retail stores between 2003 and 2008.

U.S. Retail Sales of DVDs

Year (millions of DVDs)
2003 113
2004 15.1
2005 16.0
2006 16.3
2007 158
2008 15.2

Source: SNL Kagan.

Describe the meanings of a variable, a measurement, and a data set with reference to this table.

1.31 The following table gives the total 2009 payrolls (on the opening day of the 2009 season, rounded to

the nearest million dollars) for eight National League baseball teams.

Total Payroll

Team

(millions of dollars)

Atlanta Braves
Chicago Cubs
Florida Marlins

Los Angeles Dodgers
New York Mets
Philadel phia Phillies
Pittsburg Pirates

San Francisco Giants

97
135
37
100
149
113
49
83

Describe the meanings of amember, avariable, ameasurement, and a data set with reference to this table.

1.32 Refer to Exercises 1.30 and 1.31. Classify these data sets as either cross-section or time-series data.
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1.33 Indicate whether each of the following examples refers to a population or to a sample.
a. A group of 25 patients selected to test a new drug
b. Total items produced on a machine for each year from 1995 to 2009
c. Yearly expenditures on clothes for 50 persons
d. Number of houses sold by each of the 10 employees of areal estate agency during 2009

1.34 Indicate whether each of the following examples refers to a population or to a sample.
a. Salaries of CEOs of all companiesin New York City
b. Five hundred houses selected from a city
c. Gross sales for 2009 of four fast-food chains
d. Annual incomes of all 33 employees of a restaurant

1.35 State which of the following is an example of sampling with replacement and which is an example
of sampling without replacement.
a. Selecting 10 patients out of 100 to test a new drug
b. Selecting one professor to be a member of the university senate and then selecting one professor
from the same group to be a member of the curriculum committee

1.36 State which of the following is an example of sampling with replacement and which is an example
of sampling without replacement.
a. Selecting seven cities to market a new deodorant
b. Selecting a high school teacher to drive students to a lecture in March, then selecting a teacher
from the same group to chaperone a dance in April

1.37 The number of shoe pairs owned by six women is 8, 14, 3, 7, 10, and 5, respectively. Let x denote
the number of shoe pairs owned by a woman. Find:

a. 3x b. (3x)? c. 3%
1.38 The number of restaurants in each of five small townsis 4, 12, 8, 10, and 5, respectively. Let y de-
note the number of restaurants in a small town. Find:

a 3y b. (Sy)? c. 3y

1.39 The following table lists five pairs of m and f values.

m 3 16 11 9 20
f 7 32 17 12 34

Compute the value of each of the following:
a. Im b. 3f2 c. Xmf d. Smef e

1.40 The following table lists six pairs of x and y values.

X 7 11 8 4 14 28
y 5 15 7 10 9 19

Compute the value of each of the following:
a 3y b. 3x2 c. Ixy d. Ix% e 3y?

Self-Review Test

1. A population in statistics means a collection of al
a. men and women
b. subjects or objects of interest
c. people living in a country

2. A samplein statistics means a portion of the
a. people selected from the population of a country
b. people selected from the population of an area
c. population of interest

3. Indicate which of the following is an example of a sample with replacement and which is a sample
without replacement.
a. Five friends go to a livery stable and select five horses to ride (each friend must choose a differ-
ent horse).
b. A box contains five marbles of different colors. A marbleisdrawn from thisbox, its color isrecorded,
and it is put back into the box before the next marble is drawn. This experiment is repeated 12 times.
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4. Indicate which of the following variables are quantitative and which are qualitative. Classify the quan-
titative variables as discrete or continuous.

a. Women'’s favorite TV programs

b. Salaries of football players

c. Number of pets owned by families

d. Favorite breed of dog for each of 20 persons

5. Thefollowing table contains data on the 10 biggest Nasdaq losers of October 2008. The first column
in the table contains the names of the companies and their NASDAQ symbols, and the second column
gives the returns for the stocks of these companies for the month of October 2008.

Company (NASDAQ Symbal) October 2008 Return
Smurfit-Stone Container (SSCC) —71.3%
Bruker Corporation (BRKR) —69.3%
Savient Pharmaceuticals (SVNT) —68.1%
Parexel International Corp (PRXL) —63.7%
Global Industries (GLBL) —63.3%
Rigel Pharmaceuticals (RIGL) —62.7%
Liberty Media Interactive (LINTA) —62.2%
YRC Worldwide (YRCW) —61.7%
Grupo Financiero Galicia S.A. (GGAL) —61.7%
Bare Escentuals (BARE) —61.5%

Source: The Motley Fool.

Explain the meaning of a member, a variable, a measurement, and a data set with reference to this table.

6. The number of credit cards possessed by five couplesis 2, 5, 3, 12, and 7, respectively. Let x be the
number of credit cards possessed by a couple. Find:
a. 3x b. (2x)? c. 3Ix?

7. The following table lists five pairs of m and f values.

m 3 6 9 12 15
f 15 25 40 20 12

Calculate
a =m b. Xf c. 3n? d. Smf e Snff f. 3f?

Mini-Project

B MINI-PROJECT 1-1

In this mini-project, you are going to obtain a data set of interest to you that you will use for mini-projects
in some of the other chapters. The data set should contain at least one qualitative variable and one quan-
titative variable, although having two of each will be necessary in some cases. Ask your instructor how
many variables you should have. A good-size data set to work with should contain somewhere between
50 and 100 observations.

Here are some examples of the procedures to use to obtain data:

1. Takearandom sample of used cars and collect data on them. You may use Web sites like Cars.com,
AutoTrader.com, and so forth. Quantitative variables may include the price, mileage, and age of a car.
Categorical variables may include the model, drive train (front wheel, rear wheel, and so forth), and
type (compact, SUV, minivan, and so forth). You can concentrate on your favorite type of car, or look
at a variety of types.

2. Examine the real estate ads in your local newspaper or online and obtain information on houses
for sale that may include listed price, number of bedrooms, lot size, living space, town, type of house,
number of garage spaces, and number of bathrooms.

3. Use an amanac or go to a government Web site, such as www.census.gov or www.cdc.gov, to ob-
tain information for each state. Quantitative variables may include income, birth and death rates, cancer


http:\\www.census.gov or www.cdc.gov, to obtain information for each state.
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incidence, and the proportion of people living below the poverty level. Categorical variables may in-
clude things like the region of the country where each state is located and which party won the state
governorship in the last election. You can aso collect this information on a worldwide level and use the
continent or world region as a categorical variable.

4. Take arandom sample of students and ask them questions such as:

» How much money did you spend on books last semester?
» How many credit hours did you take?
* What is your major?

5. If you are a sports fan, you can use an almanac or sports Web site to obtain statistics on a random
sample of athletes. You can look at sport-specific statistics such as home runs, runs batted in, position,
|eft-handed/right-handed, and so forth in baseball, or you could collect information to compare differ-
ent sports by gathering information on salary, career length, weight, and so forth.

Once you have collected the information, write a brief report that includes answers to the following
tasks/questions:
Describe the variables on which you have collected information.
Describe a reasonable target population for the sample you used.
Is your sample a random sample from this target population?
Do you feel that your sample is representative of this population?
Is this an example of sampling with or without replacement?
For each quantitative variable, state whether it is continuous or discrete.
Describe the meaning of an element, a variable, and a measurement for this data set.
Describe any problems you faced in collecting these data.
i. Were any of the data values unusable? If yes, explain why.

S@ o0 oW

Your instructor will probably want to see a copy of the data you collected. If you are using statisti-
cal software in the class, enter the data into that software and submit a copy of the data file. If you are
using a handheld technology calculator, such as a graphing calculator, you will probably have to print out
a hard copy version of the data set. Save this data set for projects in future chapters.

ECHNOLOGY Entering and Saving Data

Technology makes the process of data analysis much easier and faster. Therefore, you need to be able to enter
the data, proofread them, and revise them. Moreover, you can save the data and retrieve them for use at a

later date.

Entering Data in a List \
1 Lz Lz 1 1. On the TI-84, variables are referred to as lists.

"""""" 2. In order to enter data into the TI-84, you first need to decide whether you want to save the
data for later use or just use it in the immediate future.

3. If you will be just using it in the immediate future, select STAT >EDIT >SetUpEditor,
Liifa= and then press Enter. This will set up the editor to use “scratch” listsL1, L2, L3, L4,
Screen 1.1 L5, and L6 (Screen 1.1). Now select STAT >EDIT >Edit and start typing your numeric

data into the column or columns, pressing ENTER after each entry (Screen 1.2). Note
that the TI-84 calculator will not handle nonnumeric data.

L Z
75 £ | [
I
%E % Changing List Names/Establishing Visible Lists
G 1. The TI-84 has only six “scratch” lists. In some cases you will be using your data at a later
S _1 " date. You can rename a list so that you do not have to reenter the data. Select STAT
creen 1.

>EDIT >SetUpEditor, and then type in the names of your variables separated by commas
(Screens 1.3 and 1.4). Names can be one to five letters long, with the letters found in




SetlFEditor EXl-
ExRzZ

Done
nl
Screen 1.3

ERzil) =5@

Screen 1.4
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green on your keypad. You can use the green ALPHA key with each letter, or press
A-LOCK (2nd > ALPHA) while you are typing the name. To turn off A-LOCK, press
ALPHA.

2. You can use the arrow keys to move around and go back to a cell to edit its contents.
When editing values, you will need to press ENTER for the changes to take effect.

3. SetUpEditor determines what lists are displayed in the editor. Changing what SetUpEditor
displays does not delete any lists. Your lists remain in storage when the calculator is
turned off.

Numeric Operations on Lists

1. To calculate the sum of the valuesin alist, such as L1, select LIST (2nd > STAT) >
MATH > sum(. Enter the name of the list (e.g., 2nd > 1 for L 1), then type the right
parenthesis. Press ENTER. (See Screens 1.5 and 1.6.)

2. If you need to find the sum of values and the square of the sum denoted by (2x)?, you
can use the same instructions as in item 1. However, just before you press ENTER,
press the x? button. If you wish to square each value and calculate the sum of the
squared values, which is denoted by x?, press the x? button after entering the name of
the list but prior to typing the right parenthesis. Screen 1.6 shows the appearance of
these two processes.

MAMES OFS |[EENNE sumclq
liming 285
2imaxy sumcl1aE
Zimeant 21225
4:imediant sumtL1Ed
sume 15655
iFrodl 0
rlbstdbeut
Screen 1.5 Screen 1.6

Screen 1.7

Entering and Saving Data

1. Start Minitab. You will see the computer screen divided into two parts—Session
window, which will contain numeric output; a Wor ksheet, which looks similar to a
spreadsheet, where you will enter your data (see Screen 1.7); and a Project M anager
window. You are allowed to have multiple worksheets within a project.

2. Use the mouse or the arrow keys to select where you want to start entering your data.
Each column in the worksheet corresponds to a variable, so you can enter only one kind
of datainto a given column. Data can be numeric, text, or date/time. The rectanglesin
the worksheet are called cells, and the cells are organized into columns such as C1, C2,
and so on, each with rows 1, 2, and so forth. Note that if a column contains text data,
“-T” will be added to the column heading.

3. The blank row between the column labels and the first row is for variable names. In
these blank cells, you can type the names of variables.

4. You can change whether you are typing the data across in rows or down in columns
by clicking the direction arrow at the top left of the worksheet (also shown in
Screen 1.7).
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5. Click on acell and begin typing. Press Enter when you are finished with that cell.

6. If you need to revise an entry, go to that cell with the mouse or the arrow keys and begin
typing. Press Enter to put the revised entry into the cell.

7. When you are done, select File >Save Project As to save your work for the first time as
a file on your computer. Note that Minitab will automatically assign the file extension
.mpj to your work after you choose the filename.

8. Try entering the following data into Minitab:

January 52 .08
February 48 .06
March 49 .07

Name the columns Month, Sales, Increase. Save the result as the file test.mpj.
9. To retrieve the file, select File >Open and select the file test.mpj.

10. If you are already in Minitab and you want to start a new worksheet, select File >New
and choose Wor ksheet. Whenever you save a project, Minitab will automatically save all
of the worksheets in the project.

Creating New Columns from Existing Columns

In some circumstances, such as when you need to calculate =x? or Sxy, you will need to
calculate a new column of values using one or more existing columns. To calculate a column
containing the squares of the values in the column Sales as shown in Screen 1.7,

1. Select Calc > Calculator.

2. Type the name of the column to contain the new values
(such as C4) in the Store result in variable: box.

3. Click inside the Expression: box, click C2 Salesin the
column to the left of the Expression: box, and click Select.
Click on the exponentiation (**) button. Type 2 after the
two asterisks in the Expression: box. Click OK. (See
Screen 1.8)

4. The numbers 1225, 1444, 2500, and 2304 should appear
in C4.

Screen 1.8

Calculating the Sum of a Column

1. To calculate the sum of the values in a column, select Calc > Column Statistics, which
will produce a dialog box. From the Statistic list, select Sum.

2. Click in the Input Variable: box. The list of variables will appear in the left portion of the
dialog box. Click on the variable you wish to sum, then click Select. (See Screen 1.9.)
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Screen 1.10

Click OK. The result will appear in the Session window. (See Screen 1.10.)

Entering and Saving Data in Excel

1
2.

Start Excel.

Use the mouse or the arrow keys to select where you want to start entering your data.
Data can be numeric or text. The rectangles are called cells, and the cells are collectively
known as a spreadsheet.

. You can format your data by selecting the cells that you want to format, then selecting

Format > Cells, and then choosing whether you want to format a number, align text, and
so forth. For common formatting tasks, you have icons on the toolbar, such as a dollar
sign ($) to format currency, a percent sign (%) to format numbers as percents, and icons
representing left-, center-, and right-aligned text to change your alignment.

. If you need to revise an entry, go to that cell with the mouse or the arrow keys. You can

retype the entry or you can edit it. To edit it, double-click on the cell and use the arrow
keys and the backspace key to help you revise the entry, then press Enter to put the revised
entry into the cell.

. When you are done, select File >Save As to save your work for the first time as a file on

your computer. Note that Excel will automatically assign the file extension .xIs to your
work after you choose the filename.

6. Try entering the following data into Excel:
January 52 .08
February 48 .06
March 49 .07
Format it to look like this:
January $52.00 8%
February $48.00 6%
March $49.00 7%

Save the result as the file test.x|s.
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Screen 1.11

Screen 1.12

\Screen 1.13

Introduction

7. To retrieve the file, select File > Open and select the file test.xls.

Screen 1.11 contains the data from the Minitab example (Screen 1.7) as displayed in

Excdl.

Creating New Columns from Existing Columns

Many times, such as when you need to calculate =x? or =xy, you will need to calculate a new
column of values using one or more existing columns. To calculate the squares of the valuesin

cells B1 to B3 and place them in cells D1 to D3:

1. Click on cell D1.

2. Type =B1"2. Press Enter. (See Screen 1.12.)
While still on cell D1, select Edit > Copy. Highlight cells D2 and D3.

Select Edit > Paste.

3. The numbers 2704, 2304, and 2401 should appear in D1 to D3.

Calculating the Sum of a Column

To calculate the sum of the values in a column, go to the
empty cell below the values you wish to find the sum of.
Click the sigma () button in the upper-right portion of the
Home tab. This will enter the Sum function into the cell
along with thelist of cellsinvolved in the sum. (Note: If the
list isincorrect, you can type any changes.) PressEnter. (See

Screen 1.13)

/

TECHNOLOGY ASSIGNMENTS

TAL1l Thefollowing table gives the names, hours worked, and salary for the past week for five workers.

Name Hours Worked Salary ($)
John 42 925
Shannon 33 2583
Kathy 28 1255
David 47 2090
Steve 40 1020

a. Enter these data into the spreadsheet. Save the data file as WORKER. Exit the session or program.

Then restart the program or software and retrieve the file WORKER.

b. Print a hard copy of the spreadsheet containing data you entered.
TAL2 Refer to data on 2007 charitable givings of six retailers given in Table 1.1. Enter those data into

the spreadsheet and save this file as GIVINGS.



Organizing and Graphing Data

Chapter

What future careers interest high school students the most? Information technology? Business/
management? Health care? Or some other careers? A sample survey of high school students showed
the percentage of students intending to enter each of these fields. In this sample of 1023 high school
students, 15% said that they planned to pursue a career in health care. (See Case Study 2-1)

In addition to thousands of private organizations and individuals, a large number of U.S. government
agencies (such as the Bureau of the Census, the Bureau of Labor Statistics, the National Agricultural
Statistics Service, the National Center for Education Statistics, the National Center for Health Statistics,
and the Bureau of Justice Statistics) conduct hundreds of surveys every year. The data collected from
each of these surveys fill hundreds of thousands of pages. In their original form, these data sets may
be so large that they do not make sense to most of us. Descriptive statistics, however, supplies the
techniques that help to condense large data sets by using tables, graphs, and summary measures. We
see such tables, graphs, and summary measures in newspapers and magazines every day. At a glance,
these tabular and graphical displays present information on every aspect of life. Consequently, descriptive
statistics is of immense importance because it provides efficient and effective methods for summa-
rizing and analyzing information.

This chapter explains how to organize and display data using tables and graphs. We will learn
how to prepare frequency distribution tables for qualitative and quantitative data; how to construct bar
graphs, pie charts, histograms, and polygons for such data; and how to prepare stem-and-leaf displays.

2.1 Raw Data

2.2 Organizing and Graphing
Qualitative Data

Case Study 2-1 Career
Choices for High School
Students

Case Study 2-2 In or Out in
30 Minutes

2.3 Organizing and Graphing
Quantitative Data

Case Study 2-3 Morning
Grooming

2.4 Shapes of Histograms

2.5 Cumulative Frequency
Distributions

2.6 Stem-and-Leaf Displays
2.7 Dotplots
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2.1 Raw Data

When data are collected, the information obtained from each member of a population or sample
is recorded in the sequence in which it becomes available. This sequence of data recording is
random and unranked. Such data, before they are grouped or ranked, are called raw data.

Definition

Raw Data Data recorded in the sequence in which they are collected and before they are
processed or ranked are called raw data.

Suppose we collect information on the ages (in years) of 50 students selected from a uni-
versity. The data values, in the order they are collected, are recorded in Table 2.1. For instance,
the first student’s age is 21, the second student’s age is 19 (second number in the first row), and
so forth. The datain Table 2.1 are quantitative raw data.

Table 2.1 Ages of 50 Students

21 19 24 25 29 34 26 27 37 33
18 20 19 22 19 19 25 22 25 23
25 19 31 19 23 18 23 19 23 26
22 28 21 20 22 22 21 20 19 21
25 23 18 37 27 23 21 25 21 24

Suppose we ask the same 50 students about their student status. The responses of the students
are recorded in Table 2.2. In this table, F, SO, J, and SE are the abbreviations for freshman,
sophomore, junior, and senior, respectively. This is an example of qualitative (or categorical)
raw data.

Table 2.2 Status of 50 Students

J F SO SE J J SE J J J
F F J F F F SE SO SE J
J F SE SO SO F F SE SE
SO SE J SO SO J SO F SO
SE SE F SE J SO J SO SO

The data presented in Tables 2.1 and 2.2 are also called ungrouped data. An ungrouped
data set contains information on each member of a sample or population individually.

2.2 Organizing and Graphing Qualitative Data

This section discusses how to organize and display qualitative (or categorical) data. Data sets
are organized into tables, and data are displayed using graphs.

2.2.1 Frequency Distributions

A sample of 100 students enrolled at a university were asked what they intended to do after
graduation. Forty-four said they wanted to work for private companies/businesses, 16 said
they wanted to work for the federal government, 23 wanted to work for state or local governments,
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and 17 intended to start their own businesses. Table 2.3 lists the types of employment and the
number of students who intend to engage in each type of employment. In this table, the vari-
able is the type of employment, which is a qualitative variable. The categories (representing
the type of employment) listed in the first column are mutually exclusive. In other words,
each of the 100 students belongs to one and only one of these categories. The number of stu-
dents who belong to a certain category is called the frequency of that category. A frequency
distribution exhibits how the frequencies are distributed over various categories. Table 2.3
is called a frequency distribution table or simply a frequency table.

Table 2.3 Type of Employment Students
Intend to Engage In

Number of
Variable—> Type of Employment Students  «— Frequency column
Private companies/businesses a4
Category —  |Federal government| < Frequency
State/local government 23
Own business 17
Sum = 100

Definition

Frequency Distribution for Qualitative Data A frequency distribution for qualitative datalists all
categories and the number of elements that belong to each of the categories.

Example 2-1 illustrates how a frequency distribution table is constructed for qualitative data.

B EXAMPLE 2-1

A sample of 30 employees from large companies was selected, and these employees were :
asked how stressful their jobs were. The responses of these employees are recorded below, ~~ Constructinga
where very represents very stressful, somewhat means somewhat stressful, and none stands ~~ "eauency distribution table
for not stressful at all. for qualitative data.

somewhat none somewhat very very none
very somewhat somewhat very somewhat somewhat
very somewhat none very none somewhat
somewhat very somewhat somewhat very none
somewhat very very somewhat none somewhat

Construct a frequency distribution table for these data.

Solution Note that the variable in this example is how stressful is an employee’s job. This
variableis classified into three categories: very stressful, somewhat stressful, and not stressful at
all. We record these categories in the first column of Table 2.4. Then we read each employee's
response from the given data and mark a tally, denoted by the symbol |, in the second column
of Table 2.4 next to the corresponding category. For example, the first employee's response is
that his or her job is somewhat stressful. We show this in the frequency table by marking atally
in the second column next to the category somewhat. Note that the tallies are marked in blocks
of five for counting convenience. Finally, we record the total of the tallies for each category in
the third column of the table. This column is called the column of frequencies and is usualy de-
noted by f. The sum of the entries in the frequency column gives the sample size or total fre-
quency. In Table 2.4, this total is 30, which is the sample size.
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Constructing relative
frequency and percentage
distributions.

Table 2.4 Frequency Distribution of Stress on Job

Stress on Job Tally Frequency (f)
Very T 10
Somewhat HH (1] 14
None HH | 6
Sum = 30 ]

2.2.2 Relative Frequency and Percentage Distributions

The relative frequency of a category is obtained by dividing the frequency of that category by
the sum of all frequencies. Thus, the relative frequency shows what fractional part or propor-
tion of the total frequency belongs to the corresponding category. A relative frequency distri-
bution lists the relative frequencies for all categories.

Calculating Relative Frequency of a Category

Frequency of that category
Sum of all frequencies

Relative frequency of acategory =

The percentage for a category is obtained by multiplying the relative frequency of that cat-
egory by 100. A percentage distribution lists the percentages for all categories.

Calculating Percentage

Percentage = (Relative frequency) - 100

B EXAMPLE 2-2
Determine the relative frequency and percentage distributions for the data of Table 2.4.

Solution The relative frequencies and percentages from Table 2.4 are calculated and listed
in Table 2.5. Based on this table, we can state that .333, or 33.3%, of the employees said that
their jobs are very stressful. By adding the percentages for the first two categories, we can
state that 80% of the employees said that their jobs are very or somewhat stressful. The other
numbers in Table 2.5 can be interpreted the same way.

Notice that the sum of the relative frequencies is aways 1.00 (or approximately 1.00 if the
relative frequencies are rounded), and the sum of the percentages is always 100 (or
approximately 100 if the percentages are rounded).

Table 2.5 Relative Frequency and Percentage Distributions
of Stresson Job

Stress on Job Relative Frequency Per centage

Very 10/30 = .333 .333(100) = 33.3
Somewhat 14/30 = .467 467(100) = 46.7
None 6/30 = .200 .200(100) = 20.0

Sum = 1.000 Sum = 100 u




The accompanying chart shows a bar graph indicating the career choices of high school students. Note that
in this chart, the bars are drawn horizontally. The chart shows the percentage of high school students in a
sample of 1023 who plan to go into different careers. Note that the percentages in the chart add up to 72%.
Therefore, 28% of these students mentioned other careers.

2.2.3 Graphical Presentation of Qualitative Data

All of us have heard the adage “a picture is worth a thousand words.” A graphic display can re-
veal at a glance the main characteristics of a data set. The bar graph and the pie chart are two
types of graphs that are commonly used to display qualitative data.

Bar Graphs

To construct a bar graph (also called a bar chart), we mark the various categories on the hor-
izontal axis as in Figure 2.1. Note that all categories are represented by intervals of the same
width. We mark the frequencies on the vertical axis. Then we draw one bar for each category
such that the height of the bar represents the frequency of the corresponding category. We leave
asmall gap between adjacent bars. Figure 2.1 gives the bar graph for the frequency distribution
of Table 2.4.

Definition

Bar Graph A graph made of bars whose heights represent the frequencies of respective categories
iscaled abar graph.

The bar graphs for relative frequency and percentage distributions can be drawn simply
by marking the relative frequencies or percentages, instead of the frequencies, on the verti-
cal axis.

Sometimes a bar graph is constructed by marking the categories on the vertical axis and
the frequencies on the horizontal axis. Case Study 2-1 presents such an example.
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Source: USA Today, April 16, 2009.
Copyright © 2009, USA Today. Chart
reproduced with permission.
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Figure 2.1 Bar graph
for the frequency distri-
bution of Table 2.4.
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The accompanying chart shows a pie chart indicating the time it takes interviewers to make decisions after
they interview candidates. For example, 47% of the interviewers said that they decide within 30 minutes
after interviewing a candidate. The pie chart is based on a sample survey of 1910 interviewers.

Pie Charts

A pie chart is more commonly used to display percentages, athough it can be used to display
frequencies or relative frequencies. The whole pie (or circle) represents the total sample or popu-
lation. Then we divide the pie into different portions that represent the different categories.

Definition

Pie Chart A circle divided into portions that represent the relative frequencies or percentages
of a population or a sample belonging to different categoriesis called a pie chart.

As we know, a circle contains 360 degrees. To construct a pie chart, we multiply 360 by
the relative frequency of each category to obtain the degree measure or size of the angle for the
corresponding category. Table 2.6 shows the calculation of angle sizes for the various categories
of Table 2.5.

Table 2.6 Calculating Angle Sizes for the Pie Chart

Stress on Job Relative Frequency Angle Size
Very .333 360(.333) = 119.88
Somewhat 467 360(.467) = 168.12
None .200 360(.200) = 72.00
Sum = 1.000 Sum = 360

Figure 2.2 shows the pie chart for the percentage distribution of Table 2.5, which uses the
angle sizes calculated in Table 2.6.
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EXERCISES

Il | CONCEPTS AND PROCEDURES

2.1 Why do we need to group data in the form of a frequency table? Explain briefly.

2.2 Organizing and Graphing Qualitative Data

Figure 2.2 Pie chart for the percentage distribution

of Table 2.5.

2.2 How are the relative frequencies and percentages of categories obtained from the frequencies of
categories? lllustrate with the help of an example.

2.3 The following data give the results of a sample survey. The letters A, B, and C represent the three

categories.

A B B A C
C B Cc A C
A B C Cc B

Prepare a frequency distribution table.

aoopw

B
C
C

C
B
B

e. Draw a bar graph for the frequency distribution.

C
C
A

C
C
C

Calculate the relative frequencies and percentages for all categories.
What percentage of the elements in this sample belong to category B?
. What percentage of the elements in this sample belong to category A or C?

A
A
A

2.4 The following data give the results of a sample survey. The letters Y, N, and D represent the three

categories.

<z<0
<<=<z
z<=<z
zz<<
<oz<

Prepare a frequency distribution table.

Poo oW

Il APPLICATIONS

<zZ <<

Z2<<2Z2

Z2<2Z2<

O<2Z20

. Cdculate the relative frequencies and percentages for all categories.

What percentage of the elements in this sample belong to category Y?

. What percentage of the elements in this sample belong to category N or D?
Draw a pie chart for the percentage distribution.

< <<=

2.5 The data on the status of 50 students given in Table 2.2 of Section 2.1 are reproduced here.

J F SO SE J
F F J F F
J F SE SO SO
SO SE J SO SO
SE SE F SE J

a. Prepare a frequency distribution table.

b. Calculate the relative frequencies and percentages for all categories.

c. What percentage of these students are juniors or seniors?
d. Draw abar graph for the frequency distribution.

J
SE
SE

E
SO

J
J
SE
SO
SO
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2.6 Thirty adults were asked which of the following conveniences they would find most difficult to do
without: television (T), refrigerator (R), air conditioning (A), public transportation (P), or microwave (M).
Their responses are listed below.

R A R P P T R M P A

A R R T P P T R A A

R P A T R P R A P R

a. Prepare a frequency distribution table.

b. Calculate the relative frequencies and percentages for all categories.

c. What percentage of these adults named refrigerator or air conditioning as the convenience that they

would find most difficult to do without?
d. Draw abar graph for the relative frequency distribution.

2.7 In a USA TODAY survey, registered dietitians with the American Dietetic Association were asked,
“What is the major reason people want to lose weight?” The responses were classified as Health (H),
Cosmetic (C), and Other (O). Suppose a random sample of 20 dietitians is taken and these dietitians are
asked the same question. Their responses are as follows.

H H C H @) C C H C (0]
@] H C H H C H H (0] H

a. Prepare a frequency distribution table.

b. Compute the relative frequencies and percentages for all categories.

c. What percentage of these dietitians gave Health as the major reason for people to lose weight?
d. Draw a pie chart for the percentage distribution.

2.8 The following data show the method of payment by 16 customers in a supermarket checkout line.
Here, C refers to cash, CK to check, CC to credit card, and D to debit card, and O stands for other.

Cc CK CK C CcC D (0] C
CK CcC D CcC C CK CK CcC

a. Construct a frequency distribution table.
b. Calculate the relative frequencies and percentages for all categories.
c. Draw a pie chart for the percentage distribution.

2.9 In a January 27, 2009 Harris Poll (Harris Interactive Inc, January 2009), U.S. adults who follow at
least one sport were asked to name their favorite sport. The table below summarizes their responses.

Favorite Sport Per centage of Responses
Pro football 31
Baseball 16
College football 12
Auto racing 8
Men's pro baskethall 6
Hockey 5
Men's college basketball 5

Note that these percentages add up to 83%. The remaining respondents named other sports, which can be
denoted by Other. Draw a pie chart for this distribution.
2.10 In exit polls taken during the 2008 presidential election, voters were asked to provide their educa-
tion levels. The table below summarizes their responses.

Education Level Per centage of Responses
Not a high school graduate 4
High school graduate 20
Some college education 31
College graduate 28
Post graduate education 17

Source: New York Times, November 5, 2008.

Draw a bar graph to display these data.
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2.3 Organizing and Graphing Quantitative Data

In the previous section we learned how to group and display qualitative data. This section ex-
plains how to group and display quantitative data.

2.3.1 Frequency Distributions

Table 2.7 gives the weekly earnings of 100 employees of a large company. The first column
lists the classes, which represent the (quantitative) variable weekly earnings. For quantitative
data, an interval that includes all the values that fall within two numbers—the lower and upper
limits—is called a class. Note that the classes always represent a variable. As we can observe,
the classes are nonoverlapping; that is, each value on earnings belongs to one and only one
class. The second column in the table lists the number of employees who have earnings within
each class. For example, 9 employees of this company earn $801 to $1000 per week. The num-
bers listed in the second column are called the frequencies, which give the number of values
that belong to different classes. The frequencies are denoted by f.

Table 2.7 Weekly Earnings of 100 Employees
of a Company

Variable —> Weekly Earnings Number of Employees «— Frequency column

(dollars) f
801 to 1000 9

1001 to 1200 22 Frequency of

Third class —> - {thethird class
1401 to 1600 15
1601 to 1800 9
t0[2000] «— 6
Lower limit of Upper limit of
the sixth class the sixth class

For quantitative data, the frequency of a class represents the number of values in the data
set that fall in that class. Table 2.7 contains six classes. Each class has a lower limit and an
upper limit. The values 801, 1001, 1201, 1401, 1601, and 1801 give the lower limits, and the
values 1000, 1200, 1400, 1600, 1800, and 2000 are the upper limits of the six classes, respec-
tively. The data presented in Table 2.7 are an illustration of afrequency distribution table for
guantitative data. Whereas the data that list individual values are called ungrouped data, the data
presented in a frequency distribution table are called grouped data.

Definition

Frequency Distribution for Quantitative Data A frequency distribution for quantitative data lists
all the classes and the number of values that belong to each class. Data presented in the form of
afrequency distribution are called grouped data.

To find the midpoint of the upper limit of the first class and the lower limit of the second
classin Table 2.7, we divide the sum of these two limits by 2. Thus, this midpoint is

1000 + 1001

= 1000.5
2

The value 1000.5 is called the upper boundary of the first class and the lower boundary of the
second class. By using this technique, we can convert the class limits of Table 2.7 to class
boundaries, which are also called real class limits. The second column of Table 2.8 lists the
boundaries for Table 2.7.

35
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Definition

Class Boundary The class boundary is given by the midpoint of the upper limit of one class and
the lower limit of the next class.

The difference between the two boundaries of a class gives the class width. The class width
is also caled the class size.

Finding Class Width
Class width = Upper boundary — Lower boundary

Thus, in Table 2.8,
Width of thefirst class = 1000.5 — 800.5 = 200

The class widths for the frequency distribution of Table 2.7 are listed in the third column of
Table 2.8. Each class in Table 2.8 (and Table 2.7) has the same width of 200.

The class midpoint or mark is obtained by dividing the sum of the two limits (or the two
boundaries) of a class by 2.

Calculating Class Midpoint or Mark

Lower limit + Upper limit
2

Class midpoint or mark =

Thus, the midpoint of the first class in Table 2.7 or Table 2.8 is calculated as follows:

1+ 1
Midpoint of the first class = w = 900.5

The class midpoints for the frequency distribution of Table 2.7 are listed in the fourth column
of Table 2.8.

Table 2.8 Class Boundaries, Class Widths, and Class Midpoints for Table 2.7

Class Limits Class Boundaries Class Width Class Midpoint
801 to 1000 800.5 to less than 1000.5 200 900.5
1001 to 1200 1000.5 to less than 1200.5 200 1100.5
1201 to 1400 1200.5 to less than 1400.5 200 1300.5
1401 to 1600 1400.5 to less than 1600.5 200 1500.5
1601 to 1800 1600.5 to less than 1800.5 200 1700.5
1801 to 2000 1800.5 to less than 2000.5 200 1900.5

Note that in Table 2.8, when we write classes using class boundaries, we write to less
than to ensure that each value belongs to one and only one class. As we can see, the upper
boundary of the preceding class and the lower boundary of the succeeding class are the same.

2.3.2 Constructing Frequency Distribution Tables

When constructing a frequency distribution table, we need to make the following three major
decisions.



2.3 Organizing and Graphing Quantitative Data 37

Number of Classes

Usually the number of classes for a frequency distribution table varies from 5 to 20, depending
mainly on the number of observations in the data set It is preferable to have more classes as
the size of a data set increases. The decision about the number of classes is arbitrarily made by
the data organizer.

Class Width

Although it is not uncommon to have classes of different sizes, most of the time it is preferable
to have the same width for all classes. To determine the class width when dl classes are the same
size, first find the difference between the largest and the smallest values in the data. Then, the ap-
proximate width of aclassis obtained by dividing this difference by the number of desired classes.

Calculation of Class Width

Largest value — Smallest value
Number of classes

Approximate class width =

Usually this approximate class width is rounded to a convenient number, which is then used
as the class width. Note that rounding this number may slightly change the number of classes
initially intended.

Lower Limit of the First Class or the Starting Point

Any convenient number that is equal to or less than the smallest value in the data set can be
used as the lower limit of the first class.

Example 2-3 illustrates the procedure for constructing a frequency distribution table for
guantitative data.

B EXAMPLE 2-3

The following data give the total number of iPods® sold by a mail order company on each of
30 days. Construct a frequency distribution table.

8 25 11 15 29 22 10 5 17 21
22 13 26 16 18 12 9 26 20 16
23 14 19 23 20 16 27 16 21 14

Solution In these data, the minimum value is 5, and the maximum value is 29. Suppose we
decide to group these data using five classes of equal width. Then,

29 -5
Approximate width of each class = 5 - 4.8

Now we round this approximate width to a convenient number, say 5. The lower limit of the
first class can be taken as 5 or any number less than 5. Suppose we take 5 as the lower limit
of the first class. Then our classes will be

5-9, 10-14, 15-19, 20-24, and 25-29

We record these five classes in the first column of Table 2.9.

One rule to help decide on the number of classes is Sturge's formula:
c=1+33logn

where ¢ is the number of classes and n is the number of observations in the data set. The value of log n can be ob-
tained by using a calculator.

Constructing a
frequency distribution table for
quantitative data.
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Now we read each value from the given data and mark a tally in the second column of
Table 2.9 next to the corresponding class. The first value in our original data set is 8, which be-
longs to the 5-9 class. To record it, we mark ataly in the second column next to the 5-9 class.
We continue this process until all the data values have been read and entered in the tally column.
Note that tallies are marked in blocks of five for counting convenience. After the tally column is
completed, we count the tally marks for each class and write those numbers in the third column.
This gives the column of frequencies. These frequencies represent the number of days on which
iPods indicated in classes are sold. For example, on 8 of 30 days, 15 to 19 iPods were sold.

Table 2.9 Frequency Distribution for the Data

on iPods Sold
iPods Sold Tally f
59 ] 3
10-14 M 6
15-19 T 8
20-24 T 8
25-29 M 5
>f=30

In Table 2.9, we can denote the frequencies of the five classes by f,, f,, f;, f,, and fs, respec-
tively. Therefore,
f, = Frequency of thefirst class = 3
Similarly,
f,=6, f;=8 f,=8 ad f;=5

Using the 3 notation (see Section 1.8 of Chapter 1), we can denote the sum of frequencies of
all classes by X f. Hence,

Sf=f+f,+f+f,+fs=3+6+8+8+5=230

The number of observationsin a sampleis usualy denoted by n. Thus, for the sample data,
2f is equal to n. The number of observations in a population is denoted by N. Consequently,
3f isequal to N for population data. Because the data set on the total iPods sold on 30 days
in Table 2.9 is for only 30 days, it represents a sample. Therefore, in Table 2.9 we can denote
the sum of frequencies by n instead of Xf. [ |

Note that when we present the data in the form of a frequency distribution table, as in
Table 2.9, we lose the information on individual observations. We cannot know the exact num-
bers of iPods sold on any given day from Table 2.9. All we know is that for 3 days, 5to 9 iPods
were sold, and so forth.

2.3.3 Relative Frequency and Percentage Distributions

Using Table 2.10, we can compute the relative frequency and percentage distributions in the
same way as we did for qualitative data in Section 2.2.2. The relative frequencies and percent-
ages for a quantitative data set are obtained as follows.

Calculating Relative Frequency and Percentage

Frequency of that class f
Sum of all frequencies ~ S f

Relative frequency of aclass =

Percentage = (Relative frequency) - 100

Example 2—4 illustrates how to construct relative frequency and percentage distributions.
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B EXAMPLE 2-4
Calculate the relative frequencies and percentages for Table 2.9.

Solution The relative frequencies and percentages for the data in Table 2.9 are calculated

and listed in the third and fourth columns, respectively, of Table 2.10. Note that the class
boundaries are listed in the second column of Table 2.10.

Table 2.10 Relative Frequency and Percentage Distributions for Table 2.9

iPods Sold Class Boundaries Relative Frequency Percentage
59 45to lessthan 9.5 3/30 = .100 10.0
10-14 9.5 to less than 14.5 6/30 = .200 20.0
15-19 14.5 to less than 19.5 8/30 = .267 26.7
20-24 19.5 to less than 24.5 8/30 = .267 26.7
25-29 24.5 to less than 29.5 5/30 = .167 16.7
Sum = 1.001 Sum = 100.1

Using Table 2.10, we can make statements about the percentage of days with iPods sold
within acertain interval. For example, on 20% of the days, 10 to 14 iPods were sold. By adding
the percentages for the first two classes, we can state that 5 to 14 iPods were sold on 30% of
the days. Similarly, by adding the percentages of the last two classes, we can state that 20 to
29 iPods were sold on 43.4% of the days. [ |

2.3.4 Graphing Grouped Data

Grouped (quantitative) data can be displayed in a histogram or a polygon. This section de-
scribes how to construct such graphs. We can also draw a pie chart to display the percentage
distribution for a quantitative data set. The procedure to construct a pie chart is similar to the
one for qualitative data explained in Section 2.2.3; it will not be repeated in this section.

Histograms

A histogram can be drawn for a frequency distribution, a relative frequency distribution, or
a percentage distribution. To draw a histogram, we first mark classes on the horizontal axis
and frequencies (or relative frequencies or percentages) on the vertical axis. Next, we draw
a bar for each class so that its height represents the frequency of that class. The barsin a
histogram are drawn adjacent to each other with no gap between them. A histogram is called
a frequency histogram, a relative frequency histogram, or a percentage histogram
depending on whether frequencies, relative frequencies, or percentages are marked on the
vertical axis.

Definition

Histogram A histogramis a graph in which classes are marked on the horizontal axis and the
frequencies, relative frequencies, or percentages are marked on the vertical axis. The frequen-
cies, relative frequencies, or percentages are represented by the heights of the bars. In a his-
togram, the bars are drawn adjacent to each other.

Figures 2.3 and 2.4 show the frequency and the relative frequency histograms, respectively,
for the data of Tables 2.9 and 2.10 of Sections 2.3.2 and 2.3.3. The two histograms look alike
because they represent the same data. A percentage histogram can be drawn for the percentage
distribution of Table 2.10 by marking the percentages on the vertical axis.
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The accompanying chart gives the bar chart for the percentage distribution of time that adults spend on hy-
giene/grooming (such as showering, washing face and hands, brushing teeth, shaving, applying makeup) in the
morning. The results are based on a survey of 1453 adults. For example, 5% of adults included in the sample
said that they spend 0 to 5 minutes on such activities in the morning. Note that the percentages add up to 101%
due to rounding. Also note that all the classes have different widths. The last class (more than 60) is called an
open-ended class. We know that it has a lower limit of more than 60, but it does not have an upper limit.

In Figures 2.3 and 2.4, we have used class limits to mark classes on the horizontal axis.
However, we can show the intervals on the horizontal axis by using the class boundaries instead
of the class limits.

.30
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5-9 10-14 15-19 20-24 25-29 5-9 10-14 15-19 20-24 25-29
iPods sold iPods sold

Figure 2.3 Frequency histogram for Table 2.9. Figure 2.4 Relative frequency histogram
for Table 2.10.

Polygons

A polygon is another device that can be used to present quantitative data in graphic form.
To draw a frequency polygon, we first mark a dot above the midpoint of each class at a
height equal to the frequency of that class. This is the same as marking the midpoint at the
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top of each bar in a histogram. Next we mark two more classes, one at each end, and mark
their midpoints. Note that these two classes have zero frequencies. In the last step, we join
the adjacent dots with straight lines. The resulting line graph is called a frequency polygon
or simply a polygon.

A polygon with relative frequencies marked on the vertical axis is called a relative fre-
quency polygon. Similarly, a polygon with percentages marked on the vertical axisis caled a

percentage polygon.
Definition
Polygon A graph formed by joining the midpoints of the tops of successive barsin a histogram

with straight lines is called a polygon.

Figure 2.5 shows the frequency polygon for the frequency distribution of Table 2.9.

o]

Frequency
N

5-9 10-14 15-19 20-24 25-29
Figure 2.5 Frequency polygon for Table 2.9.

For avery large data set, as the number of classes is increased (and the width of classesis
decreased), the frequency polygon eventually becomes a smooth curve. Such a curve is called
a frequency distribution curve or simply a frequency curve. Figure 2.6 shows the frequency
curve for alarge data set with a large number of classes.

Frequency

Figure 2.6 Frequency distribution curve.

2.3.5 More on Classes and Frequency Distributions

This section presents two alternative methods for writing classes to construct a frequency dis-
tribution for quantitative data.

Less-Than Method for Writing Classes

The classes in the frequency distribution given in Table 2.9 for the data on iPods sold were writ-
ten as 5-9, 10-14, and so on. Alternatively, we can write the classes in a frequency distribution
table using the less-than method. The technique for writing classes shown in Table 2.9 is more
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Constructing a frequency
distribution using the
less-than method.

commonly used for data sets that do not contain fractional values. The less-than method is more
appropriate when a data set contains fractional values. Example 2-5 illustrates the less-than
method.

B EXAMPLE 2-5

On April 1, 2009, the federal tax on a pack of cigarettes was increased from 39¢ to $1.0066,
a move that not only was expected to help increase federal revenue, but was also expected to
save about 900,000 lives (Time Magazine, April 2009). Table 2.11 shows the total tax (state
plus federal) per pack of cigarettes for all 50 states as of April 1, 20009.

Table 2.11  Total Tax per Pack of Cigarettes

Total Tax Total Tax
State (in dallars) State (in dallars)
AL 143 MT 271
AK 3.01 NE 1.65
AZ 3.01 NV 181
AR 2.16 NH 234
CA 1.88 NJ 3.58
Co 1.85 NM 192
CT 3.01 NY 3.76
DE 2.16 NC 1.36
FL 135 ND 1.45
GA 1.38 OH 2.26
HI 3.01 OK 204
1D 1.58 OR 2.19
IL 1.99 PA 2.36
IN 2.00 RI 347
1A 2.37 SC 1.08
KS 1.80 SD 254
KY 161 TN 1.63
LA 137 X 242
ME 3.01 uT 1.70
MD 3.01 VT 3.00
MA 352 VA 131
Ml 3.01 WA 3.03
MN 251 wv 1.56
MS 1.19 Wi 2.78
MO 1.18 WY 161

Source: Campaign for Tobacco-Free Kids.

Construct a frequency distribution table. Calculate the relative frequencies and percentages for
all classes.

Solution The minimum value in this data set on cigarette taxes given in Table 2.11 is 1.08
and the maximum value is 3.76. Suppose we decide to group these data using six classes of
equal width. Then

376 — 1.08 _

45
6

Approximate width of aclass =
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We round this number to a more convenient number, say .50. Then we take .50 as the width
of each class. We can take a lower limit of the first class equal to 1.08 or any number lower
than 1.08. If we start the first class at 1, the classes will be written as 1 to less than 1.5, 1.5
to less than 2.00, and so on. The six classes, which cover all the data values, are recorded in
the first column of Table 2.12. The second column lists the frequencies of these classes. A
value in the data set that is 1 or larger but less than 1.5 belongs to the first class, a value that
is 1.50 or larger but less than 2.00 falls in the second class, and so on. The relative frequen-
cies and percentages for classes are recorded in the third and fourth columns, respectively, of
Table 2.12. Note that this table does not contain a column of tallies.

Table 2.12  Frequency, Relative Frequency, and Percentage Distributions of the Total
Tax on a Pack of Cigarettes

Relative
Total Tax (in dollars) f Frequency Percentage
1.00 to less than 1.50 10 .20 20
1.50 to less than 2.00 13 .26 26
2.00 to less than 2.50 10 .20 20
2.50 to less than 3.00 4 .08 8
3.00 to less than 3.50 10 .20 20
3.50 to less than 4.00 3 .06 6
3f =50 Sum = 1.00 Sum =100

A histogram and a polygon for the data of Table 2.12 can be drawn the same way as for
the data of Tables 2.9 and 2.10.

Single-Valued Classes

If the observations in a data set assume only a few distinct (integer) values, it may be ap-
propriate to prepare a frequency distribution table using single-valued classes—that is,
classes that are made of single values and not of intervals. This technique is especially use-
ful in cases of discrete data with only a few possible values. Example 2—6 exhibits such a
situation.

B EXAMPLE 2-6

The administration in alarge city wanted to know the distribution of vehicles owned by house-
holds in that city. A sample of 40 randomly selected households from this city produced the
following data on the number of vehicles owned.

5 1 1 2 0 1 1
1 3 3 0 2 5 1
2 1 2 2 1 2 2
4 2 1 1 2 1 1 4

P NDN

1
3
1
1

Wk AR

Construct a frequency distribution table for these data using single-valued classes.

Solution The observations in this data set assume only six distinct values: 0, 1, 2, 3, 4,
and 5. Each of these six values is used as a class in the frequency distribution in Table 2.13,
and these six classes are listed in the first column of that table. To obtain the frequencies of
these classes, the observationsin the data that belong to each class are counted, and the results
are recorded in the second column of Table 2.13. Thus, in these data, 2 households own no
vehicle, 18 own one vehicle each, 11 own two vehicles each, and so on.

43
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Table 2.13  Frequency Distribution of
Vehicles Owned

Number of
Vehicles Owned Households ( f)

a A WO N R O
N

The data of Table 2.13 can also be displayed in a bar graph, as shown in Figure 2.7. To
construct a bar graph, we mark the classes, as intervals, on the horizontal axis with a little
gap between consecutive intervals. The bars represent the frequencies of respective classes.

The frequencies of Table 2.13 can be converted to relative frequencies and percentages the
sameway asin Table 2.11. Then, abar graph can be constructed to display the relative frequency
or percentage distribution by marking the relative frequencies or percentages, respectively, on
the vertical axis.

Frequency
= [ [
© N (6)] 0]

()]

w

0 1 2 3 4 5
Vehicles owned

Figure 2.7 Bar graph for Table 2.13.

2.4 Shapes of Histograms

A histogram can assume any one of a large number of shapes. The most common of these

shapes are
1. Symmetric
2. Skewed

3. Uniform or rectangular

A symmetric histogram is identical on both sides of its central point. The histograms
shown in Figure 2.8 are symmetric around the dashed lines that represent their central points.
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Frequency

| >

Frequency

Variable Variable

Figure 2.8 Symmetric histograms.

A skewed histogram is nonsymmetric. For a skewed histogram, the tail on one side is
longer than the tail on the other side. A skewed-to-the-right histogram has a longer tail on the
right side (see Figure 2.9a). A skewed-to-the-left histogram has a longer tail on the left side
(see Figure 2.9b).

Frequency
Frequency

>

Variable Variable
() (b)
Figure 2.9 (a) A histogram skewed to the right. (b) A histogram skewed to the left.

A uniform or rectangular histogram has the same frequency for each class. Figure 2.10
is an illustration of such a case.

Figure 2.10 A histogram with uniform
distribution.

Frequency

Variable

Figures 2.11a and 2.11b display symmetric frequency curves. Figures 2.11c and 2.11d show
frequency curves skewed to the right and to the left, respectively.

VAN

Variable Variable

@ (b)

\

Frequency
Frequency

Frequency
Frequency

Variable Variable

(©) (d)

Figure 2.11 (a), (b) Symmetric frequency curves. (c) Frequency curve skewed to
the right. (d) Frequency curve skewed to the left.
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Warning > Describing data using graphs give us insights into the main characteristics of the data. But

graphs, unfortunately, can also be used, intentionally or unintentionally, to distort the facts and

deceive the reader. The following are two ways to manipulate graphs to convey a particular

opinion or impression.

1. Changing the scale either on one or on both axes—that is, shortening or stretching one or
both of the axes.

2. Truncating the frequency axis—that is, starting the frequency axis at anumber grester than zero.
When interpreting agraph, we should be very cautious. We should observe carefully whether

the frequency axis has been truncated or whether any axis has been unnecessarily shortened or
stretched. See the Uses and Misuses section of this chapter for such an example.

EXERCISES

Il | CONCEPTS AND PROCEDURES
2.11 Briefly explain the three decisions that have to be made to group a data set in the form of a fre-
guency distribution table.

2.12 How arethe relative frequencies and percentages of classes obtained from the frequencies of classes?
Illustrate with the help of an example.

2.13 Three methods—writing classes using limits, using the less-than method, and grouping data using
single-valued classes—were discussed to group quantitative data into classes. Explain these three meth-
ods and give one example of each.

B APPLICATIONS

2.14 A sample of 80 adults was taken, and these adults were asked about the number of credit cards they
possess. The following table gives the frequency distribution of their responses.

Number of Credit Cards Number of Adults
0to3 18
4t07 26
8to 11 22
12 to 15 11
16 to 19 3

a. Find the class boundaries and class midpoints.

b. Do all classes have the same width? If so, what is this width?

c. Prepare the relative frequency and percentage distribution columns.
d. What percentage of these adults possess 8 or more credit cards?

2.15 The following table gives the frequency distribution of ages for all 50 employees of a company.

Age Number of Employees
18t0 30 12
31to43 19
44 t0 56 14
57 to 69 5

a. Find the class boundaries and class midpoints.

b. Do al classes have the same width? If yes, what is that width?

c. Prepare the relative frequency and percentage distribution columns.

d. What percentage of the employees of this company are age 43 or younger?

2.16 A dataset on money spent on lottery tickets during the past year by 200 households has a lowest value
of $1 and a highest value of $1167. Suppose we want to group these data into six classes of equal widths.
a. Assuming that we take the lower limit of the first class as $1 and the width of each class equal
to $200, write the class limits for all six classes.
b. What are the class boundaries and class midpoints?
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2.17 A data set on monthly expenditures (rounded to the nearest dollar) incurred on fast food by a sam-
ple of 500 households has a minimum value of $3 and a maximum value of $147. Suppose we want to
group these data into six classes of equal widths.
a. Assuming that we take the lower limit of the first class as $1 and the upper limit of the sixth class
as $150, write the class limits for all six classes.
b. Determine the class boundaries and class widths.
c. Find the class midpoints.

2.18 The accompanying table lists the 2006-07 median household incomes (rounded to the nearest dollar),
for all 50 states and the District of Columbia.

2006-07 Median 2006-07 M edian

State Household Income State Household Income
AL 40,620 MT 42,963
AK 60,506 NE 49,342
AZ 47,598 NV 53,912
AR 39,452 NH 65,652
CA 56,311 NJ 65,249
CO 59,209 NM 42,760
CT 64,158 NY 49,267
DE 54,257 NC 42,219
D.C. 50,318 ND 44,708
FL 46,383 OH 48,151
GA 49,692 OK 41,578
HI 63,104 OR 49,331
ID 48,354 PA 49,145
IL 51,279 RI 54,735
IN 47,074 SC 42,477
1A 49,200 SD 46,567
KS 47,671 TN 41,521
KY 40,029 TX 45,294
LA 39,418 uT 54,853
ME 47,415 VT 50,423
MD 65,552 VA 58,950
MA 57,681 WA 57,178
Ml 49,699 WV 40,800
MN 57,932 WiI 52,218
MS 36,499 WYy 48,560
MO 45,924

Source: U.S. Census Bureau.

a. Congtruct a frequency distribution table. Use the following classes: 36,000-40,999, 41,000—
45,999, 46,000-50,999, 51,000-55,999, 56,000-60,999, 61,000-65,999.

b. Calculate the relative frequencies and percentages for all classes.

c. Based on the frequency distribution, can you say whether the data are symmetric or skewed?

d. What percentage of these states had a median household income of less than $56,000?

2.19 Nixon Corporation manufactures computer monitors. The following data are the numbers of com-
puter monitors produced at the company for a sample of 30 days.

24 32 27 23 33 33 29 25 23 28
21 26 31 22 27 33 27 23 28 29
31 35 34 22 26 28 23 35 31 27
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. Construct afrequency distribution table using the classes 21-23, 24—26, 27—29, 30—32, and 33—-35.
. Calculate the relative frequencies and percentages for al classes.

. Construct a histogram and a polygon for the percentage distribution.

. For what percentage of the days is the number of computer monitors produced in the interval

o0 oToD

27-29?

2.20 The following data give the numbers of computer keyboards assembled at the Twentieth Century

Electronics Company for a sample of 25 days.

45 52 48 41 56 46 44 42
48 46 43 52 50 54 47 44

a. Make the frequency distribution table for these data.
b. Calculate the relative frequencies for all classes.

c. Construct a histogram for the relative frequency distribution.

d. Construct a polygon for the relative frequency distribution.

53 51 53 51
50 49 52

2.21 Since 1996, Slate.com has determined the Sate 60, which is a list of the largest American charita-
ble contributions by individuals each year. The accompanying table gives the names of the 22 persons and

the money they donated in 2008.

Donation

Donor (millions of dollars)
Harold Alfond 360
Donald B. and Dorothy L. Stabler 334.2
David G. and Suzanne D. Booth 300
Frank C. Doble 272
Robert L. and Catherine H. McDevitt 250
Michael R. Bloomberg 235
Dorothy Clarke Patterson 225
Richard W. Weiland 174.3
Helen L. Kimmel 156.5
Jeffrey S. Skoll 144.1
H. F. (Gerry) and Marguerite B. Lenfest 139.9
David Rockefeller 137.8
Stephen A. Schwarzman 105
David H. Koch 100
Gerhard R. Andlinger 100
Eli and Edythe L. Broad 100
Philip H. and Penelope Knight 100
Kenneth G. and Elaine A. Langone 100
Fritz J. and Dolores H. Russ 94.8
Frank Sr. and Jane Batten 93
Jesse H. and Beulah C. Cox 835
Henry R. and Marie-Josée Kravis 75

Source: Slate.com, January 26, 20009.

a. Construct a frequency distribution table using the following classes: 75 to less than 125, 125 to

less than 175, 175 to less than 225, and so on.

b. Calculate the relative frequencies and percentages for all classes.

Exercises 2.22 through 2.26 are based on the following data.

The following table gives the age-adjusted cancer incidence rates (new cases) per 100,000 people for
three of the most common types of cancer contracted by both females and males: colon and rectum



cancer, lung and bronchus cancer, and non-hodgkin lymphoma. The rates given are for 22 states west
of the Mississippi River for the years 2000 to 2004 (except for South Dakota, for which the data are
for 2001 to 2004), which are the most recent data available from the American Cancer Society. Age-
adjusted rates take into account the percentage of people in different age groups within each state’'s

population.
Colon and  Colon and Lung and Lung and Non-Hodgkin Non-Hodgkin
Rectum Rectum Bronchus Bronchus Lymphoma Lymphoma

State (Males) (Females) (Males) (Females) (Males) (Females)
AK 63.9 50.0 87.0 59.2 24.0 14.6
AZ 52.3 374 71.2 493 18.9 134
AR 60.5 431 1137 57.8 20.9 15.2
CA 55.0 404 69.0 47.9 22.4 154
CO 53.1 41.4 65.1 459 21.6 16.6
HI 64.7 41.6 67.8 37.6 17.9 13.2
ID 51.9 39.7 71.4 45.8 21.4 17.7
1A 69.0 51.5 89.5 50.8 22.8 17.1
LA 71.3 489 112.3 57.4 22.8 16.0
MO 65.9 475 104.3 60.0 22.0 16.0
MT 56.5 433 79.8 56.7 22.8 15.0
NE 69.1 48.6 84.0 47.8 23.8 17.2
NV 59.8 44.6 88.8 71.4 22.0 155
NM 51.5 357 59.5 37.7 18.1 13.9
ND 66.3 433 71.3 439 22.1 151
OK 63.1 44.6 109.2 63.1 22.0 15.7
OR 56.6 426 81.4 61.0 24.2 17.3
SD 66.4 475 82.0 433 225 171
X 59.7 41.0 91.0 51.0 21.7 15.9
uT 475 35.2 40.3 20.9 23.2 15.7
WA 55.9 425 82.0 60.5 26.6 18.3
WY 49.5 434 65.3 44.8 18.9 17.6

Source: American Cancer Society, 2008.
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b.

223 a

224

2.25

2.26

o oT® oT T

o

2.27 The accompanying table lists the offensive points scored per game (PPG) by each of the 16 teamsin
the American Football Conference (AFC) of the National Football League (NFL) during the 2008 season.

Prepare a frequency distribution table for colon and rectum cancer rates for women using six

classes of equal width.
Construct the relative frequency and percentage distribution columns.

Prepare a frequency distribution table for colon and rectum cancer rates for men using six classes

of equal width.

Prepare a frequency distribution table for lung and bronchus cancer rates for women.
. Construct the relative frequency and percentage distribution columns.

. Construct the relative frequency and percentage distribution columns.

Draw a histogram and polygon for the relative frequency distribution.

Prepare a frequency distribution table for lung and bronchus cancer rates for men.
. Construct the relative frequency and percentage distribution columns.

Draw a histogram and polygon for the relative frequency distribution.

Prepare a frequency distribution table for non-Hodgkin lymphoma rates for women.
. Construct the relative frequency and percentage distribution columns.

Draw a histogram and polygon for the relative frequency distribution.

2.4 Shapes of Histograms
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Team PPG Team PPG
Baltimore 241 Kansas City 18.2
Buffalo 21.0 Miami 21.6
Cincinnati 12.8 New England 25.6
Cleveland 14.5 New York Jets 253
Denver 231 Oakland 16.4
Houston 229 Pittsburgh 21.7
Indianapolis 23.6 San Diego 274
Jacksonville 189 Tennessee 234

a. Construct a frequency distribution table. Take 12.0 as the lower boundary of the first class and
3.5 as the width of each class.
b. Prepare the relative frequency and percentage distribution columns for the frequency table of part a

2.28 The following data give the number of turnovers (fumbles and interceptions) by a college football
team for each game in the past two seasons.

3 2 1 4 0 2 2 1 0 3 2 3
0 2 3 1 4 1 3 2 4 0 1 2

a. Prepare a frequency distribution table for these data using single-valued classes.
b. Calculate the relative frequencies and percentages for all classes.

c. In how many games did the team commit two or more turnovers?

d. Draw abar graph for the frequency distribution of part a

2.29 According to asurvey by the U.S. Public Interest Research Group, about 79% of credit reports contain
errors. Suppose in arandom sample of 25 credit reports, the number of errors found are as listed below.

1 0 2 3 0 1 0 5 4 1 0 2 1
4 1 2 2 0 3 1 0 0 1 2 3

a. Prepare a frequency distribution table for these data using single-valued classes.
b. Calculate the relative frequencies and percentages for all classes.

c. How many of these reports contained two or more errors?

d. Draw abar graph for the frequency distribution of part a.

2.30 The following table gives the frequency distribution for the numbers of parking tickets received on
the campus of a university during the past week for 200 students.

Number of Tickets Number of Students
0 59
1 44
2 37
3 32
4 28

Draw two bar graphs for these data, the first without truncating the frequency axis and the second by trun-
cating the frequency axis. In the second case, mark the frequencies on the vertical axis starting with 25.
Briefly comment on the two bar graphs.

2.31 Eighty adults were asked to watch a 30-minute infomercial until the presentation ended or until bore-
dom became intolerable. The following table lists the frequency distribution of the times that these adults
were able to watch the infomercial.

Time Number of
(minutes) Adults
Otolessthan 6 16
6 to less than 12 21
12 to less than 18 18
18 to less than 24 11

24 to less than 30 14
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Draw two histograms for these data, the first without truncating the frequency axis. In the second case,
mark the frequencies on the vertical axis starting with 10. Briefly comment on the two histograms.

2.5 Cumulative Frequency Distributions

Consider again Example 2—3 of Section 2.3.2 about the total number of iPods sold by a com-
pany. Suppose we want to know on how many days the company sold 19 or fewer iPods. Such
a question can be answered by using a cumulative frequency distribution. Each classin a cu-
mulative frequency distribution table gives the total number of values that fall below a certain
value. A cumulative frequency distribution is constructed for quantitative data only.

Definition

Cumulative Frequency Distribution A cumulative frequency distribution gives the total number
of values that fall below the upper boundary of each class.

In a cumulative frequency distribution table, each class has the same lower limit but a dif-
ferent upper limit. Example 2—7 illustrates the procedure for preparing a cumulative frequency
distribution.

B EXAMPLE 2-7

Using the frequency distribution of Table 2.9, reproduced here, prepare a cumulative frequency
distribution for the number of iPods sold by that company.

iPods Sold

—h

59
1014
15-19
20-24
25-29

g1 0 0 O W

Solution Table 2.14 gives the cumulative frequency distribution for the number of iPods
sold. As we can observe, 5 (which is the lower limit of the first classin Table 2.9) is taken as
the lower limit of each class in Table 2.14. The upper limits of all classes in Table 2.14 are
the same as those in Table 2.9. To obtain the cumulative frequency of a class, we add the fre-
quency of that class in Table 2.9 to the frequencies of all preceding classes. The cumulative
frequencies are recorded in the third column of Table 2.14. The second column of this table
lists the class boundaries.

Table 2.14 Cumulative Frequency Distribution of iPods Sold

Class Limits Class Boundaries Cumulative Frequency
59 4.5 to less than 9.5 3

5-14 45 to less than 14.5 3+6=9

5-19 4.5 to less than 19.5 3+6+8=17

5-24 4.5 to less than 24.5 3+6+8+8=25

5-29 4.5 to less than 29.5 3+6+8+8+5=30

From Table 2.14, we can determine the number of observations that fall below the upper
limit or boundary of each class. For example, 19 or fewer iPods were sold on 17 days. W
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The cumulative relative frequencies are obtained by dividing the cumulative frequencies
by the total number of observations in the data set. The cumulative percentages are obtained
by multiplying the cumulative relative frequencies by 100.

Calculating Cumulative Relative Frequency and Cumulative Percentage

Cumulative frequency of aclass
Tota observations in the data set

Cumulative relative frequency =

Cumulativep ercentage = (Cumulative relative frequency) - 100

Table 2.15 contains both the cumulative relative frequencies and the cumulative percent-
ages for Table 2.14. We can observe, for example, that 19 or fewer iPods were sold on 56.7%
of the days.

Table 2.15 Cumulative Relative Frequency and
Cumulative Percentage Distributions

for iPods Sold
Cumulative Cumulative
Class Limits Relative Frequency Per centage
59 3/30 = .100 10.0
5-14 9/30 = .300 30.0
5-19 17/30 = 567 56.7
5-24 25/30 = .833 83.3
5-29 30/30 = 1.000 100.0

Ogives

When plotted on a diagram, the cumulative frequencies give a curve that is called an ogive
(pronounced o-jive ). Figure 2.12 gives an ogive for the cumulative frequency distribution of
Table 2.14. To draw the ogive in Figure 2.12, the variable, which is total iPods sold, is marked
on the horizontal axis and the cumulative frequencies on the vertical axis. Then the dots are
marked above the upper boundaries of various classes at the heights equal to the corresponding
cumulative frequencies. The ogive is obtained by joining consecutive points with straight lines.
Note that the ogive starts at the lower boundary of the first class and ends at the upper bound-
ary of the last class.

Cumulative frequency

4.5 95 145 195 245 295
iPods sold

Figure 2.12 QOgive for the cumulative frequency
distribution of Table 2.14.



2.5 Cumulative Frequency Distributions

Definition

Ogive An ogive is a curve drawn for the cumulative frequency distribution by joining with
straight lines the dots marked above the upper boundaries of classes at heights equal to the cumu-
lative frequencies of respective classes.

One advantage of an ogive is that it can be used to approximate the cumulative frequency
for any interval. For example, we can use Figure 2.12 to find the number of days for which 17
or fewer iPods were sold. First, draw a vertical line from 17 on the horizontal axis up to the
ogive. Then draw a horizontal line from the point where this line intersects the ogive to the ver-
tical axis. This point gives the cumulative frequency of the class 5 to 17. In Figure 2.12, this
cumulative frequency is (approximately) 13 as shown by the dashed line. Therefore, 17 or fewer
iPods were sold on 13 days.

We can draw an ogive for cumulative relative frequency and cumulative percentage distri-
butions the same way as we did for the cumulative frequency distribution.

EXERCISES

Il | CONCEPTS AND PROCEDURES

2.32 Briefly explain the concept of cumulative frequency distribution. How are the cumulative relative
frequencies and cumulative percentages calculated?

2.33 Explain for what kind of frequency distribution an ogive is drawn. Can you think of any use for an
ogive? Explain.

B APPLICATIONS

2.34 The following table, reproduced from Exercise 2.14, gives the frequency distribution of the number
of credit cards possessed by 80 adults.

Number of Credit Cards Number of Adults
0to3 18
4t07 26
8to 11 22
12 to 15 11
16 to 19 3

a. Prepare a cumulative frequency distribution.

b. Calculate the cumulative relative frequencies and cumulative percentages for all classes.
c. Find the percentage of these adults who possess 7 or fewer credit cards.

d. Draw an ogive for the cumulative percentage distribution.

e. Using the ogive, find the percentage of adults who possess 10 or fewer credit cards.

2.35 The following table, reproduced from Exercise 2.15, gives the frequency distribution of ages for all
50 employees of a company.

Age Number of Employees
180 30 12
31t043 19
44 to 56 14
57 to 69 5

a. Prepare a cumulative frequency distribution table.
b. Calculate the cumulative relative frequencies and cumulative percentages for all classes.
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Constructing a
stem-and-leaf display for
two-digit numbers.

c. What percentage of the employees of this company are 44 years of age or older?
d. Draw an ogive for the cumulative percentage distribution.
e. Using the ogive, find the percentage of employees who are age 40 or younger.

2.36 Using the frequency distribution table constructed in Exercise 2.18, prepare the cumulative fre-
quency, cumulative relative frequency, and cumulative percentage distributions.

2.37 Using the frequency distribution table constructed in Exercise 2.19, prepare the cumul ative frequency,
cumulative relative frequency, and cumulative percentage distributions.

2.38 Using the frequency distribution table constructed in Exercise 2.20, prepare the cumulative frequency,
cumulative relative frequency, and cumulative percentage distributions.

2.39 Prepare the cumulative frequency, cumulative relative frequency, and cumulative percentage distributions
using the frequency distribution constructed in Exercise 2.23.

2.40 Using the frequency distribution table constructed for the data of Exercise 2.25, prepare the cumulative
frequency, cumulative relative frequency, and cumulative percentage distributions.

2.41 Refer to the frequency distribution table constructed in Exercise 2.26. Prepare the cumulative frequency,
cumulative relative frequency, and cumulative percentage distributions by using that table.

2.42 Using the frequency distribution table constructed for the data of Exercise 2.21, prepare the cumulative
frequency, cumulative relative frequency, and cumulative percentage distributions. Draw an ogive for the
cumulative frequency distribution. Using the ogive, find the (approximate) number of individuals who
made charitable contributions of $200 million or less.

2.43 Refer to the frequency distribution table constructed in Exercise 2.27. Prepare the cumulative frequency,
cumulative relative frequency, and cumulative percentage distributions. Draw an ogive for the cumulative
frequency distribution. Using the ogive, find the (approximate) number of teams with 20 or fewer offen-
sive points scored per game.

2.6 Stem-and-Leaf Displays

Another technique that is used to present quantitative data in condensed form is the stem-and-
leaf display. An advantage of a stem-and-leaf display over a frequency distribution is that by
preparing a stem-and-leaf display we do not lose information on individual observations. A
stem-and-leaf display is constructed only for quantitative data.

Definition

Stem-and-Leaf Display In astem-and-leaf display of quantitative data, each valueisdivided into
two portions—a stem and a leaf. The leaves for each stem are shown separately in a display.

Example 2—8 describes the procedure for constructing a stem-and-leaf display.

B EXAMPLE 2-8
The following are the scores of 30 college students on a statistics test.

75 52 80 96 65 79 71 87 93 95
69 72 81 61 76 86 79 68 50 92
83 84 7 64 71 87 72 92 57 98

Construct a stem-and-leaf display.

Solution To construct a stem-and-leaf display for these scores, we split each score into two
parts. The first part contains the first digit, which is called the stem. The second part contains
the second digit, which is called the leaf. Thus, for the score of the first student, which is 75,
7 isthe stem and 5 is the leaf. For the score of the second student, which is 52, the stem is 5
and the leaf is 2. We observe from the data that the stems for all scoresare 5, 6, 7, 8, and 9
because al the scores lie in the range 50 to 98. To create a stem-and-leaf display, we draw a



vertical line and write the stems on the left side of it, arranged in increasing order, as shown

in Figure 2.13.

Stems

© 00 ~NO 0 «<—

Figure 2.13 Stem-and-leaf display.

2 <— Leaf for 52

5 «— Ledf for 75

After we have listed the stems, we read the leaves for all scores and record them next
to the corresponding stems on the right side of the vertical line. For example, for the first
score we write the leaf 5 next to the stem 7; for the second score we write the leaf 2 next
to the stem 5. The recording of these two scores in a stem-and-leaf display is shown in

Figure 2.13.

Now, we read al the scores and write the leaves on the right side of the vertical line in
the rows of corresponding stems. The complete stem-and-leaf display for scores is shown in

Figure 2.14.

©O© 00 ~NO O

Figure 2.14 Stem-and-
leaf display of test scores.
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By looking at the stem-and-leaf display of Figure 2.14, we can observe how the data values
are distributed. For example, the stem 7 has the highest frequency, followed by stems 8, 9, 6,

and 5.

Theleavesfor each stem of the stem-and-leaf display of Figure2.14 areranked (inincreasing
order) and presented in Figure 2.15.

© 00 ~NO O

027 Figure 2.15 Ranked

14589 stem-and-leaf display of

112256799 testscores.

0134677

223568 |

As already mentioned, one advantage of a stem-and-leaf display is that we do not lose
information on individual observations. We can rewrite the individual scores of the 30 college
students from the stem-and-leaf display of Figure 2.14 or Figure 2.15. By contrast, the
information on individual observations is lost when data are grouped into a frequency table.

B EXAMPLE 2-9

The following data give the monthly rents paid by a sample of 30 households selected from

2.6 Stem-and-Leaf Displays 55

a small town.
880 1081 721 1075 1023 775 1235 750 965 960
1210 985 1231 932 850 825 1000 915 1191 1035
1151 630 1175 952 1100 1140 750 1140 1370 1280

Construct a stem-and-leaf display for these data.

Constructing a stem-and-leaf
display for three-and four-digit
numbers.
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Solution Each of the values in the data set contains either three or four digits. We will take
the first digit for three-digit numbers and the first two digits for four-digit numbers as stems.
Then we will use the last two digits of each number as a leaf. Thus for the first value, which
is 880, the stem is 8 and the leaf is 80. The stems for the entire data set are 6, 7, 8, 9, 10, 11,
12, and 13. They are recorded on the left side of the vertical line in Figure 2.16. The leaves
for the numbers are recorded on the right side.

Figure 2.16 Stem-and-leaf 6 | 30
display of rents. 7 | 75 50 21 50
8 | 80 25 50

9| 32 52 15 60 85 65

10 | 23 81 35 75 00

11 | 91 51 40 75 40 00

12 | 10 31 35 80

13 1 70 |

Sometimes a data set may contain too many stems, with each stem containing only a few
leaves. In such cases, we may want to condense the stem-and-leaf display by grouping the stems.
Example 2—10 describes this procedure.

B EXAMPLE 2-10

The following stem-and-leaf display is prepared for the number of hours that 25 students spent

Preparing a grouped working on computers during the past month.

stem-and-leaf display.
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Prepare a new stem-and-leaf display by grouping the stems.

Solution To condense the given stem-and-leaf display, we can combine the first three rows,
the middle three rows, and the last three rows, thus getting the stems 02, 3-5, and 6-8. The
leaves for each stem of agroup are separated by an asterisk (*), as shown in Figure 2.17. Thus,
the leaf 6 in the first row corresponds to stem O; the leaves 1, 7, and 9 correspond to stem 1;
and leaves 2 and 6 belong to stem 2.

3-52478*15699* 368
6-824457**56

Figure 2.17 Grouped stem-and-leaf display.

O—E6*179*26

If a stem does not contain a leaf, this is indicated in the grouped stem-and-leaf display by
two consecutive asterisks. For example, in the above stem-and-leaf display, thereis no leaf for
7; that is, there in no number in the 70s. Hence, in Figure 2.17, we have two asterisks after
the leaves for 6 and before the leaves for 8. |



EXERCISES

Il | CONCEPTS AND PROCEDURES

2.44 Briefly explain how to prepare a stem-and-leaf display for a data set. You may use an example to
illustrate.

2.45 What advantage does preparing a stem-and-leaf display have over grouping a data set using a fre-
quency distribution? Give one example.

2.46 Consider this stem-and-leaf display.
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Write the data set that is represented by the display.
2.47 Consider this stem-and-leaf display.

2-3 | 18 4556 * 29 67 83 97
45 | 04273371 * 23 37 51 63 81 92
68 1223647557889 * * 10 41

Write the data set that is represented by the display.

H APPLICATIONS

2.48 The following data give the time (in minutes) that each of 20 students waited in line at their book-
store to pay for their textbooks in the beginning of Spring 2009 semester. (Note: To prepare a stem-and-
leaf display, each number in this data set can be written as a two-digit number. For example, 8 can be writ-
ten as 08, for which the stem is 0 and the leaf is 8.)

15 8 23 21 5 17 31 22 34 6
5 10 14 17 16 25 30 3 31 19

Construct a stem-and-leaf display for these data. Arrange the leaves for each stem in increasing order.

2.49 Following are the total yards gained rushing during the 2009 season by 14 running backs of 14 college
football teams.

745 921 1133 1024 848 775 800
1009 1275 857 933 1145 967 995

Prepare a stem-and-leaf display. Arrange the leaves for each stem in increasing order.

2.50 Reconsider the data on the numbers of computer monitors produced at the Nixon Corporation for a
sample of 30 days given in Exercise 2.19. Prepare a stem-and-leaf display for those data. Arrange the
leaves for each stem in increasing order.

2.51 Reconsider the data on the numbers of computer keyboards assembled at the Twentieth Century Elec-
tronics Company given in Exercise 2.20. Prepare a stem-and-leaf display for those data. Arrange the leaves
for each stem in increasing order.

2.52 Refer to Exercise 2.18. Rewrite those data by rounding each median household income to the near-
est thousand. For example, a median household income of $43,260 will be rounded to 43 thousand, and
$50,689 will be rounded to 51 thousand. Prepare a stem-and-leaf display for these data. Arrange the leaves
for each stem in increasing order.

2.53 These data give the times (in minutes) taken to commute from home to work for 20 workers.

10 50 65 33 48 5 11 23 39 26
26 32 17 7 15 19 29 43 21 22

Construct a stem-and-leaf display for these data. Arrange the leaves for each stem in increasing order.

2.6 Stem-and-Leaf Displays

57
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2.54 Thefollowing data give the times served (in months) by 35 prison inmates who were released recently.

37 6 20 5 25 30 24 10 12 20
24 8 26 15 13 22 72 80 96 33
84 86 70 40 92 36 28 90 36 32
72 45 38 18 9

a. Prepare a stem-and-leaf display for these data.
b. Condense the stem-and-leaf display by grouping the stems as 0-2, 3-5, and 6-9.

2.55 The following data give the money (in dollars) spent on textbooks by 35 students during the 2009-10
academic year.

565 728 470 620 345 368 610 765 550
845 530 705 490 258 320 505 457 787
617 721 635 438 575 702 538 720 460
540 890 560 570 706 430 268 638

a. Prepare a stem-and-leaf display for these data using the last two digits as leaves.
b. Condense the stem-and-leaf display by grouping the stems as 24, 5-6, and 7-8.

2.7 Dotplots

One of the simplest methods for graphing and understanding quantitative datais to create a dot-
plot. As with most graphs, statistical software should be used to make a dotplot for large data
sets. However, Example 2-11 demonstrates how to create a dotplot by hand.

Dotplots can help us detect outliers (also called extreme values) in a data set. Outliers are
the values that are extremely large or extremely small with respect to the rest of the data values.

Definition

Outliers or Extreme Values Values that are very small or very large relative to the majority of
the values in a data set are called outliers or extreme values.

B EXAMPLE 2-11

_ Table 2.16 lists the lengths of the longest field goals (in yards) made by all kickers in the
Creating a dotplot. American Football Conference (AFC) of the National Football League (NFL) during the
2008 season. Create a dotplot for these data.

Table 2.16 Distances of Longest Field Goals (in Yards) Made by AFC Kickers During the
2008 NFL Season

Name Team Distance Name Team Distance
S. Hauschka Baltimore 54 C. Barth Kansas City 45
M. Stover Baltimore 47 N. Novak Kansas City 43
R. Lindell Buffalo 53 D. Carpenter Miami 50
S. Graham Cincinnati 45 S. Gostkowski  New England 50
D. Rayner Cincinnati 26 J. Feely New York Jets 55
P. Dawson Cleveland 56 S. Janikowski  Oakland 57
M. Prater Denver 56 J. Reed Pittsburgh 53
K. Brown Houston 53 N. Kaeding San Diego 57
A. Vinatieri Indianapolis 52 R. Bironas Tennessee 51
J. Scobee Jacksonville 53

Source: ESPN.com.

Solution Below we show how to make a dotplot for these data on field goal distances.

Step 1. The minimum and maximum values in this data set are 26 and 57 yards, respec-
tively. First, we draw a horizontal line (let us call this the numbers ling) with numbers that



cover the given data as shown in Figure 2.18. Note that the numbers line in Figure 2.18
shows the values from 25 to 57.

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! >
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25 2r 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57

Figure 2.18 Numbersline.

Step 2. Place adot above the value on the numbers line that represents each distance listed
in the table. For example, S. Hauschka's longest successful field goal of the 2008 season was
54 yards. Place a dot above 54 on the numbers line as shown in Figure 2.19. If there are two
or more observations with the same value, we stack dots vertically above each other to rep-
resent those values. For example, as shown in Table 2.16, 53 yards was the distance of the
longest field goals made by four players. We stack four dots (one for each player) above 53
on the numbers line as shown in Figure 2.19. Figure 2.19 gives the complete dotplot.

25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57
Figure 2.19 Dotplot for Longest Completed Field Goal.

As we examine the dotplot of Figure 2.19, we notice that there are two clusters (groups) of data.
Approximately 70% of the kickers made field goals of 50 to 57 yards. All but one of the re-
maining kickers completed long field goals of 43 to 47 yards. In addition, one kicker, D. Rayner
of the Cincinnati Bengals, had alongest field goal of 26 yards. When this occurs, we expect that
such a data value could be an outlier. (In the box-and-whisker section of Chapter 3, we will learn
anumerical method to determine whether a data point should be classified as an outlier) [l

Dotplots are also very useful for comparing two or more data sets. To do so, we create a
dotplot for each data set with numbers lines for all data sets on the same scale. We place these
data sets on top of each other, resulting in what are called stacked dotplots. Example 2-12
shows this procedure.

B EXAMPLE 2-12

Refer to Table 2.16 in Example 2-11, which gives the distances of longest completed field
goals for all kickersin the AFC during the 2008 NFL season. Table 2.17 provides the same
information for the kickersin the National Football Conference (NFC) of the NFL for the 2008
season. Make dotplots for both sets of data and compare these two dotplots.

Table 2.17 Distances of Longest Field Goals (in Yards) Made by NFC Kickers During the
2008 NFL Season

2.7 Dotplots
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Name Team Distance Name Team Distance
N. Rackers Arizona 54 T. Mehlhaff New Orleans 44
J. Elam Atlanta 50 J. Carney New York Giants 51
J. Kasay Carolina 50 L. Tynes New York Giants 19
R. Gould Chicago 48 D. Akers Philadelphia 51
N. Folk Dadlas 52 J. Nedney San Francisco 53
J. Hanson Detroit 56 O. Mare Sesttle 51
M. Croshy Green Bay 53 J. Brown St. Louis 54
R. Longwell Minnesota 54 M. Bryant Tampa Bay 49
M. Gramatica New Orleans 53 S. Suisham Washington 50
G. Hartley New Orleans 47

Source: ESPN.com.

Comparing two data sets

using dotplots.



60

Chapter 2 Organizing and Graphing Data

Solution Figure 2.20 shows the dotplots for the field goal distances for the kickers in both
NFL conferences.

19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57
AFC kickers

19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57
NFC kickers

Figure 2.20 Stacked dotplot of longest field goals made by kickers in the AFC and NFC during
the 2008 NFL season.

Looking at the stacked dotplot, we see that the majority of the distances fall within a range of
7 yards. In the AFC, the range is 50 to 57 yards, whereas in the NFC, the range is 47 to 54
yards. Both conferences have one outlier, with the shortest distance being 19 yards. |

In practice, dotplots and other statistical graphs will be created using statistical software.
The Technology Instruction section at the end of this chapter shows how we can do so.

EXERCISES

Il | CONCEPTS AND PROCEDURES

2.56 Briefly explain how to prepare a dotplot for a data set. You may use an example to illustrate.
2.57 What is a stacked dotplot, and how is it used? Explain.

2.58 Create a dotplot for the following data set.

1 2 0 5 1 1 3 2 0 5
2 1 2 1 2 0 1 3 1 2

Il APPLICATIONS

2.59 Reconsider the data on the numbers of computer keyboards assembled at the Twentieth Century Elec-
tronics Company given in Exercise 2.20. Create a dotplot for those data.

2.60 Create a dotplot for the data on the number of turnovers (fumbles and interceptions) by a college
football team for games in the past two seasons given in Exercise 2.28.

2.61 Reconsider the data on the numbers of errors found in 25 randomly selected credit reports given in
Exercise 2.29. Create a dotplot for those data.

2.62 The following data give the number of times each of the 30 randomly selected account holders at a
bank used that bank’s ATM during a 60-day period.

3 2 3 2 2 5 0 4 1 3
2 3 3 5 9 0 3 2 2 15
1 3 2 7 9 3 0 4 2 2

Create a dotplot for these data and point out any clusters or outliers.



2.63 The following data give the number of times each of the 20 randomly selected male students from
a state university ate at fast-food restaurants during a 7-day period.

5 8 10 3 5 5 10 7 2 1
10 4 5 0 10 1 2 8 3 5

Create a dotplot for these data and point out any clusters or outliers.

2.64 Reconsider Exercise 2.63. The following data give the number of times each of the 20 randomly
selected femal e students from the same state university ate at fast-food restaurants during the same 7-day
period.

0 0 4 2 4 10 2
6 1 1 4 6 2 4 5 6 0

a. Create a dotplot for these data.
b. Use the dotplots for male and female students to compare the two data sets.

2.65 The following table gives the number of times each of the listed players of the 2008 Philadelphia
Phillies baseball team was hit by a pitch (HBP). The list includes all players with at least 150 at-bats.

(&)
o
)]

Player HBP Player HBP
C. Utley 27 R. Howard 3
C. Coste 10 P. Burrell 1
S. Victorino 7 G. Dobbs 1
J. Rallins 5 G. Jenkins 1
C. Ruiz 4 P. Feliz 0
J. Werth 4 T. Iguchi 0
E. Bruntlett 3

Source: Major League Baseball, 2008.

Create a dotplot for these data. Mention any clusters and/or outliers you observe.
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USES AND MISUSES... TRUNCATING THEAXES

Graphical analyses are an important part of statistics. However, graph- A proper bar graph of these data would look like the one shown in

ics software allows people to change the appearance of any graph. Figure 2.21.
Thus, one needs to be careful when reading a graph in order to in-

terpret the data properly. As an example, consider the following data

on the number of identity theft cases per 1000 people in eight states

during the year 2005.

I dentity Theft Cases

State per 1000 People
Arizona 156.9
Nevada 130.2
Cdlifornia 125.0
Texas 116.5
Colorado 97.2
Florida 95.8
Washington 92.4
New York 90.3

Source: |dentity Theft Security, 2006. Figure 2.21 Identity theft cases for eight states.
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In addition to being able to obtain approximate rates by look-
ing at the vertical axis, we can determine the relative sizes of the
rates by looking at the bars. For example, we can see that the rates
in Colorado and Florida are approximately the same, whereas the
rate in Arizona is approximately 50% higher than the rates in Wash-
ington and New York.

We can present the same data using a bar graph similar to the
one shown in Figure 2.22. The data have not been altered in this
graph. However, the vertical axis has been changed so that it begins
at 80 instead of at zero. As a result, many people will look at this
graph and see very different relationships among the states than the
relationships that actually exist. For example, the bar representing
Arizona appears to be eight times the height of the bar for New York.
This would correspond to an identity theft rate that is 700% higher
for Arizona than for New York when it is actually only 50% higher.
Similarly, the rate for Texas appears to be 300% higher than for
New York when it is really only slightly more than 30% higher.

Figure 2.22 Identity theft cases for eight states.

There are many reasons why the second version of the bar chart
might be used. In some circumstances, the creator of the graph may
not know any better. In other cases, it could be that the user has
ulterior motives, such as to justify increasing funding for fighting iden-
tity theft or to make a state or a region to appear to have a lower
rate than what it truly is.

Problematic graphs also occur because the user does not under-
stand the purpose of a specific type of graph. For example, suppose

Glossary

that the above data on identity thefts were displayed in a pie chart
such as the one shown here.

There are many possible misinterpretations of the data as a
result of using this pie chart. For example, a person might look at
the graph and believe that 17.4% of all identity theft cases occur
in Arizona. There are two major problems with this interpretation.
First, only eight states are represented in this chart, so all of the
percentages are overstated with respect to the entire United States.
Second, and more important, the percentages are based on the
sums of the state rates per 1000 people. This cannot be done un-
less all of the states have the same population.

California and Arizona can be used to illustrate the latter point.
If you look at the pie chart, it would appear that the number of
identity theft cases in Arizona is higher than the number of cases
in California. However, the rate of identity theft is affected by the
population size. California had 45,175 cases, while Arizona had
9320. The 2005 estimated populations of the two states were
36.1 million in California and 5.9 million in Arizona. California had
slightly less than five times as many cases as Arizona, but more than
six times as many people, which is why Arizona'’s rate is higher than
California’s rate.

As you are learning about different types of graphs in statis-
tics, it is important to know how to make them and how to inter-
pret them; otherwise you can be misled or deceived by them.

Bar graph A graph made of bars whose heights represent the fre-
quencies of respective categories.

Class An interval that includes all the values in a (quantitative)
data set that fall within two numbers, the lower and upper limits of
the class.

Class boundary The midpoint of the upper limit of one class and
the lower limit of the next class.

Class frequency The number of values in a data set that belong
to a certain class.

Class midpoint or mark The class midpoint or mark is obtained
by dividing the sum of the lower and upper limits (or boundaries)
of aclass by 2.

Classwidth or size  The difference between the two boundaries of
aclass.



Cumulative frequency The frequency of a class that includes
all values in a data set that fall below the upper boundary of that
class.

Cumulative frequency distribution A table that lists the total
number of values that fall below the upper boundary of each class.

Cumulative percentage The cumulative relative frequency multi-
plied by 100.

Cumulative relative frequency The cumulative frequency of a
class divided by the total number of observations.

Frequency distribution A table that lists all the categories or
classes and the number of values that belong to each of these cate-
gories or classes.

Grouped data A data set presented in the form of a frequency
distribution.

Histogram A graph in which classes are marked on the horizon-
tal axis and frequencies, relative frequencies, or percentages are
marked on the vertical axis. The frequencies, relative frequencies, or
percentages of various classes are represented by barsthat are drawn
adjacent to each other.

Ogive A curve drawn for a cumulative frequency distribution.

Outliers or Extreme values Vaues that are very small or very
large relative to the majority of the values in a data set.
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Percentage The percentage for a class or category is obtained by
multiplying the relative frequency of that class or category by 100.
Piechart A circledivided into portionsthat represent the relative fre-
quencies or percentages of different categories or classes.

Polygon A graph formed by joining the midpoints of the tops of
successive bars in a histogram by straight lines.

Raw data Data recorded in the sequence in which they are col-
lected and before they are processed.

Relative frequency The frequency of a class or category divided
by the sum of all frequencies.

Skewed-to-the-left histogram A histogram with a longer tail on
the left side.

Skewed-to-the-right histogram A histogram with alonger tail on
the right side.

Stem-and-leaf display A display of data in which each value is
divided into two portions—a stem and a leaf.

Symmetric histogram A histogram that isidentical on both sides
of its central point.

Ungrouped data Data containing information on each member of
a sample or population individualy.

Uniform or rectangular histogram A histogram with the same
frequency for all classes.

2.66 The following data give the palitical party of each of the first 30 U.S. presidents. In the data, D stands
for Democrat, DR for Democratic Republican, F for Federalist, R for Republican, and W for Whig.

D
D
R

F F DR DR DR DR

D W W D D R

R D R D R R

a. Prepare a frequency distribution table for these data.
b

C.

distribution.
d. What percentage of these presidents were Whigs?

. Cdlculate the relative frequency and percentage distributions.
Draw a bar graph for the relative frequency distribution and a pie chart for the percentage

D
R
D

W w
R R
R R

2.67 In aNovember 2008 Harris Poll, U.S. adults were asked “Will the Obama administration be too lib-
eral or conservative?’ Of the respondents, 35% said that it will be too liberal (L), 43% said that it will be
neither too liberal nor too conservative (N), 4% said that it will be too conservative (C), and 18% said that
they do not know (K). In arecent poll, 40 people were asked whether the Obama administration has been

too libera or too conservative. Their responses are given below.

L N K K C L K
K K L K N N N
N K K N L L N
L K L N L L N

a. Prepare a frequency distribution for these data.

ZZXxXRXN

AXRZT
AXRXNXNIC

b. Calculate the relative frequencies and percentages for all classes.
c. Draw a bar graph for the frequency distribution and a pie chart for the percentage distribution.

d. What percentage of these respondents said “too liberal”?

2.68 The following data give the numbers of television sets owned by 40 randomly selected households.

1 2 3 2 4 1

3
3
1
2

A DNOPF

3 2 1 2 3 2
1 1 1 1 3 1
2 2 3 1 3 1

2

2
1
2

1

2
2
4
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a. Prepare a frequency distribution table for these data using single-valued classes.
b. Compute the relative frequency and percentage distributions.

c. Draw a bar graph for the frequency distribution.

d. What percentage of the households own two or more television sets?

2.69 Twenty-four students from universities in Connecticut were asked to name the five current members
of the U.S. House of Representatives from Connecticut. The number of correct names supplied by the stu-
dents are given below.

4 2 3 5 5 4 3 1 5 4 4 3
5 3 2 3 1 3 2 5 2 1 5 0

a. Prepare a frequency distribution for these data using single-valued classes.

b. Compute the relative frequency and percentage distributions.

c. What percentage of the students in this sample named fewer than two of the representatives
correctly?

d. Draw a bar graph for the relative frequency distribution.

2.70 The following data give the amounts spent on video rentals (in dollars) during 2009 by 30 house-
holds randomly selected from those who rented videos in 20009.

595 24 6 100 100 40 622 405 90

55 155 760 405 90 205 70 180 88
808 100 240 127 83 310 350 160 22
111 70 15

a. Construct a frequency distribution table. Take $1 as the lower limit of the first class and $200
as the width of each class.
b. Calculate the relative frequencies and percentages for all classes.
c. What percentage of the households in this sample spent more than $400 on video rentals
in 2009?
2.71 The following data give the numbers of orders received for a sample of 30 hours at the Timesaver
Mail Order Company.

34 44 31 52 41 47 38 35 32 39
28 24 46 41 49 53 57 33 27 37
30 27 45 38 34 46 36 30 47 50

a. Construct a frequency distribution table. Take 23 as the lower limit of the first class and 7 as
the width of each class.

b. Calculate the relative frequencies and percentages for all classes.

c. For what percentage of the hours in this sample was the number of orders more than 367

2.72 The following data give the amounts (in dollars) spent on refreshments by 30 spectators randomly
selected from those who patronized the concession stands at a recent Major League Baseball game.

4.95 27.99 8.00 5.80 4.50 2.99 4.85 6.00

9.00 15.75 9.50 3.05 5.65 21.00 16.60 18.00
21.77 12.35 7.75 10.45 3.85 28.45 8.35 17.70
19.50 11.65 11.45 3.00 6.55 16.50

a. Construct a frequency distribution table using the less-than method to write classes. Take $0 as
the lower boundary of the first class and $6 as the width of each class.

b. Calculate the relative frequencies and percentages for all classes.

c. Draw a histogram for the frequency distribution.

2.73 The following data give the repair costs (in dollars) for 30 cars randomly selected from alist of cars
that were involved in collisions.

2300 750 2500 410 555 1576
2460 1795 2108 897 989 1866
2105 335 1344 1159 1236 1395
6108 4995 5891 2309 3950 3950
6655 4900 1320 2901 1925 6896

a. Construct a frequency distribution table. Take $1 as the lower limit of the first class and $1400
as the width of each class.

b. Compute the relative frequencies and percentages for all classes.

c. Draw a histogram and a polygon for the relative frequency distribution.

d. What are the class boundaries and the width of the fourth class?



2.74 Refer to Exercise 2.70. Prepare the cumulative frequency, cumulative relative frequency, and
cumulative percentage distributions by using the frequency distribution table of that exercise.

2.75 Refer to Exercise 2.71. Prepare the cumulative frequency, cumulative relative frequency, and cumulative
percentage distributions using the frequency distribution table constructed for the data of that exercise.

2.76 Refer to Exercise 2.72. Prepare the cumulative frequency, cumulative relative frequency, and
cumulative percentage distributions using the frequency distribution table constructed for the data of
that exercise.

2.77 Construct the cumulative frequency, cumulative relative frequency, and cumulative percentage dis-
tributions by using the frequency distribution table constructed for the data of Exercise 2.73.

2.78 Refer to Exercise 2.70. Prepare a stem-and-leaf display for the data of that exercise.
2.79 Construct a stem-and-leaf display for the data given in Exercise 2.71.

2.80 The following table gives the 2008 endowments (in billions of dollars) for the six U.S. universities
that had the largest endowments.

Endowment
University (billions of dollars)
Harvard University 36.6
Yale University 229
Stanford University 17.2
Princeton University 16.3
University of Texas System 16.1
Massachusetts Institute of Technology 10.1

Source: National Association of College and University Business Officers, 2008.

Draw two bar graphs for these data—the first without truncating the axis on which endowments are marked,
and the second by truncating this axis. In the second graph, mark the endowments on the vertical axis
starting with $9 billion. Briefly comment on the two bar graphs.

2.81 The following table lists the average price per gallon for unleaded regular gasoline in the United
States from 1999 to 2008.

Average Price per Gallon

Year (dallars)
1999 1.136
2000 1.484
2001 1.420
2002 1.345
2003 1561
2004 1.852
2005 2.270
2006 2.572
2007 2.796
2008 3.246

Source: Energy Information Administration, 2008.

Draw two bar graphs for these data—the first without truncating the axis on which price is marked, and
the second by truncating this axis. In the second graph, mark the prices on the vertical axis starting with
$1.00. Briefly comment on the two bar graphs.

2.82 Reconsider the data on the times (in minutes) taken to commute from home to work for 20 workers
given in Exercise 2.53. Create a dotplot for those data.

2.83 Reconsider the data on the numbers of orders received for a sample of 30 hours at the Timesaver
Mail Order Company given in Exercise 2.71. Create a dotplot for those data.

Supplementary Exercises
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2.84 Twenty-four students from a university in Oregon were asked to name the five current members of
the U.S. House of Representatives from their state. The following data give the numbers of correct names
given by these students.

5 5 1 2 4
2 3 5 4 3 1 5 2 5 4 5 3
Create a dotplot for these data.
2.85 The following data give the numbers of visitors during visiting hours on a given evening for each of
the 20 randomly selected patients at a hospital.
3 0 1 4 2 0 4 1 1 3
4 2 0 2 2 2 1 1 3 0
Create a dotplot for these data.
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Advanced Exercises

2.86 The following frequency distribution table gives the age distribution of drivers who were at fault in
auto accidents that occurred during a 1-week period in a city.

Age (years) f
18 to less than 20 7
20 to less than 25 12
25 to less than 30 18
30 to less than 40 14
40 to less than 50 15
50 to less than 60 16
60 and over 35

a. Draw arelative frequency histogram for this table.

b. In what way(s) is this histogram misleading?

¢. How can you change the frequency distribution so that the resulting histogram gives a clearer

picture?

2.87 Refer to the data presented in Exercise 2.86. Note that there were 50% more accidents in the 25 to
less than 30 age group than in the 20 to less than 25 age group. Does this suggest that the older group of
driversin this city is more accident-prone than the younger group? What other explanation might account
for the difference in accident rates?

2.88 Suppose a data set contains the ages of 135 autoworkers ranging from 20 to 53 years.
a. Using Sturge’s formula given in footnote 1 on page 37, find an appropriate number of classes
for a frequency distribution for this data set.
b. Find an appropriate class width based on the number of classes in part a

2.89 Statisticians often need to know the shape of a population to make inferences. Suppose that you are
asked to specify the shape of the population of weights of all college students.

a. Sketch a graph of what you think the weights of all college students would look like.
b. The following data give the weights (in pounds) of a random sample of 44 college students
(F and M indicate female and male, respectively).

123 F 195 M 138 M 115F 179 M 119F 148 F 147 F
180 M 146 F 179 M 189 M 175 M 108 F 193 M 114 F
179 M 147 M 108 F 128 F 164 F 174 M 128 F 159 M
193 M 204 M 125F 133 F 115 F 168 M 123 F 183 M
116 F 182 M 174 M 102 F 123 F 9 F 161 M 162 M
155 F 202 M 110 F 132 M

i. Construct a stem-and-leaf display for these data.
ii. Can you explain why these data appear the way they do?

c. Now sketch a new graph of what you think the weights of &l college students look like. Is this
similar to your sketch in part a?
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2.90 Consider the two histograms given in Figure 2.23, which are drawn for the same data set. In this
data set, none of the values are integers.

Figure 2.23 Two histograms for the same data.

a. What are the endpoints and widths of classes in each of the two histograms?

b. In the first histogram, of the observations that fall in the interval that is centered at 8, how
many are actually between the left endpoint of that interval and 8? Note that you have to
consider both histograms to answer this question.

c. Observe the leftmost bars in both histograms. Why is the leftmost bar in the first histogram
misleading?

2.91 Refer to the data on weights of 44 college students given in Exercise 2.89. Create a dotplot of all 44
weights. Then create stacked dotplots for the weights of male and female students. Describe the similar-
ities and differences in the distributions of weights of male and female students. Using all three dotplots,
explain why you cannot distinguish the lightest males from the heaviest females when you consider only
the dotplot of all 44 weights.

2.92 The pie chart in Figure 2.24 shows the percentage distribution of ages (i.e., the percentages of
all prostate cancer patients falling in various age groups) for men who were recently diagnosed with
prostate cancer.

a. Are more or fewer than 50% of these patients in their 50s? How can you tell?

b. Are more or fewer than 75% of these patients in their 50s and 60s? How can you tell?
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Figure 2.24 Pie chart of age groups.

c. A reporter looks at this pie chart and says, “Look at all these 50-year-old men who are getting
prostate cancer. This is amajor concern for a man once he turns 50.” Explain why the reporter
cannot necessarily conclude from this pie chart that there are a lot of 50-year-old men with
prostate cancer. Can you think of any other way to present these cancer cases (both graph and
variable) to determine if the reporter’'s claim is valid?

2.93 Stem-and-leaf displays can be used to compare distributions for two groups using a back-to-back
stem-and-leaf display. In such a display, one group is shown on the left side of the stems, and the other
group is shown on the right side. When the leaves are ordered, the leaves increase as one moves away
from the stems. The following stem-and-leaf display shows the money earned per tournament entered for
the top 30 money winners in the 2008-09 Professional Bowlers Association men’s tour and for the top 21
money winners in the 2008-09 Professional Bowlers Association women’s tour.

Women's Men’s
8 0
8871 1
65544330 2 334456899
840 3 03344678
52 4 011237888
21 5 9
6 9
5 7
8 7
9 5

The leaf unit for this display is 100. In other words, the data used represent the earnings in hundreds of
dollars. For example, for women’s tour, the first number is 08, which is actually 800. The second number
is 11, which actually is 1100.

a. Do the top money winners, as a group, on one tour (men’s or women's) tend to make more
money per tournament played than on the other tour? Explain how you can come to this
conclusion using the stem-and-leaf display.

b. What would be a typical earnings level amount per tournament played for each of the two tours?

c. Do the data appear to have similar spreads for the two tours? Explain how you can come to this
conclusion using the stem-and-leaf display.

d. Does either of the tours appears to have any outliers? If so, what are the earnings levels for
these players?
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2.94 The following table lists the earnings per event that were referred to in Exercise 2.93. Although the
table lists earnings per event, players are listed in order of their total earnings, not their earnings per event.
Note that men and women are ranked together in the table.

Earnings per Event Earnings per Event

Name (in dollars) Name (in dollars)
Norm Duke 9568.67 Eugene McCune 2475.88
Wes Malott 8795.63 Ronnie Russell 2540.63
Patrick Allen 6979.41 Ritchie Allen 2340.00
Chris Barnes 5970.00 Jack Jurek 2322.94
Walter Ray Williams Jr. 4758.82 Liz Johnson 7500.00
Bill O’'Neill 4884.38 Michelle Feldman 5214.29
Rhino Page 4872.50 Carolyn Dorin-Ballard 5185.71
John Nolen 4801.56 Stefanie Nation 4542.86
Mike Scroggins 4307.06 Jennifer Petrick 4285.71
Brad Angelo 4291.18 Jodi Woessner 3885.71
Pete Weber 4135.29 Shannon Pluhowsky 3433.33
Parker Bohn I11 4101.47 Missy Bellinder 2386.25
Michael Fagan 3851.76 Diandra Asbaty 2542.86
Steve Harman 4035.63 Trisha Reid 2400.00
Tommy Jones 3715.88 Wendy Macpherson 3056.00
Danny Wiseman 3648.82 Clara Guerrero 2466.67
Sean Rash 3399.41 Shalin Zulkifli 2098.57
Mika Koivuniemi 3396.47 Tennelle Milligan 2331.67
Jeff Carter 3410.94 Shannon O’Keefe 2640.00
Michael Machuga 3455.33 Joy Esterson 1807.14
Ryan Shafer 2983.53 Adrienne Miller 1798.57
Mike Wolfe 2902.35 Brenda Mack 1833.33
Steve Jaros 2884.12 Olivia Sandham 1100.00
Chris Loschetter 3035.63 Amy Stolz 2500.00
Mike DeVaney 2681.76 Kelly Kulick 830.00
Ken Simard 2412.19

Source: Professional Bowlers Associaton, April 13, 2009.

A graph that is similar to an ogive is a graph of the empirical cumulative distribution function (CDF). The
primary difference between an ogive and an empirical CDF is that the empirical CDF looks like a set of
steps, as opposed to a set of slanted lines. The height of each step corresponds to the percentage of
observations that occur at a specific value. Longer (not higher) steps occur when there are bigger gaps
between observations.

a. Figures 2.25(a) and (b) contain the empirical CDFs of the earnings per event for the two tours
(men’s and women'’s), in some order. In other words, one of these two figures is for the men’s
tour, and the other is for the women’s tour, but not in that order necessarily. Match the CDFs to
the respective tours. Give three reasons for your choices.

b. Both distributions are skewed to the right. Use the information about longer steps to explain
why the distributions are skewed to the right.

¢. What are the approximate values of the CDFs corresponding to $3000 per tournament played and
$4000 per tournament played? Based on this information, what is the approximate percentage of
bowlers who earned between $3000 and $4000 per tournament played?

2.95 Table 2.18 contains the differences in the obesity rates (called rate change in the table) for the years be-
tween 2007 and 1997 for each of the 50 states and the District of Columbia. The obesity rate is the percent-
age of people having a body mass index (BMI) of 30 or higher. Figure 2.26 contains a dotplot of these data.

a. Analyze the dotplot carefully. What value would you provide if asked to report a “typical” obe-
sity rate change? Why did you choose this value?
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Figure 2.25(a)

Figure 2.25(b)

Figure 2.26 Dotplot of obesity rate changes (year 2007 minus year 1997).



Table 2.18 Difference in 2007 and 1997 Obesity Rates, by State
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Rate Rate Rate
State Change State Change State Change
AL 12.1 KY 5.6 ND 9.5
AK 7.8 LA 10.2 OH 9.8
AZ 13 ME 8.6 OK 13
AR 10.6 MD 7.9 OR 6.1
CA 6.6 MA 6.5 PA 9.6
CcO 6.9 Ml 84 RI 7.6
CT 6.5 MN 9.1 SC 115
DE 8.6 MS 10 SD 9.2
D.C. 7.3 MO 84 TN 12.4
FL 7.5 MT 7.2 ™ 94
GA 13.8 NE 9 uT 6.6
HI 7.8 NV 10 VT 54
ID 8.2 NH 10.2 VA 7.9
IL 7.8 NJ 7.5 WA 10.1
IN 5.6 NM 9.1 WV 8.9
1A 7.5 NY 9 WiI 8.1
KS 12.2 NC 9.7 WY 8.7

Source: Centers for Disease Control and Prevention, July 24, 2008.

b. What number do you feel most accurately represents the number of outliers in this data set: 0,
1, 3, 4, 6, 9, or 10? Explain your reasoning, including the identification of the observations, if

any, that you feel are outliers.

c. Would you classify this distribution as being skewed to the left, skewed to the right, or approxi-

d.

mately symmetric? Explain.

The largest increase in the obesity rate during this period took place in Georgia (13.8), whereas
the smallest increase took place in Vermont (5.4). Explain why this information should not lead
you to conclude that Georgia had the highest obesity rate in 2007 and that Vermont had the
lowest obesity rate in 2007. (Note: The highest and lowest obesity rates in 2007 were in

Mississippi and Colorado, respectively.)

2.96 Figure 2.27 contains stacked dotplots of 2007 state obesity rates by different geographic regions—

Midwest, Northeast, South, and West.

Figure 2.27 2007 state obesity rates by geographic region.
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a. Which region has the least variability (greatest consistency) of obesity rates? Which region has
the most variability (least consistency) of obesity rates? Justify your choices.
b. Which region tends to have the highest obesity rates? Which region tends to have the lowest
obesity rates? Justify your choices.
c. Arethere any regions that have at least one obesity rate that could be considered an outlier? If
so, specify the region(s) and the observation(s).
2.97 CBS Sports had a Facebook page for the 2009 NCAA Men's Basketball Tournament including bracket
contests, discussion sites, and a variety of polls. One of the polls asked users to identify their most de-
spised teams. The following pie chart (Figure 2.28) gives a breakdown of the votes by the conference of
the most despised teams as of 10:53 EDT on March 16, 2009.

Figure 2.28 Pie chart of conference of the most despised NCAA men's
basketball team.

a. Are there any conferences that received more than 25% of the votes? If so, which conference(s)?
How can you tell?

b. Which two conferences appear to have the closest percentages of the votes?

c. A bar chart for the same data is presented in Figure 2.29. Comparing the bar chart to the pie
chart, match the conferences to the bars. In other words, explain which bar represents which
conference.

Figure 2.29 Bar chart of conference of the most despised NCAA
men’s basketball team.
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Self-Review Test

1. Briefly explain the difference between ungrouped and grouped data and give one example of each
type.

2. The following table gives the frequency distribution of times (to the nearest hour) that 90 fans spent
waiting in line to buy tickets to a rock concert.

Waiting Time
(hours) Frequency
Oto 6 5
71013 27
14t0 20 30
21 to 27 20
28to 34 8

Circle the correct answer in each of the following statements, which are based on this table.
a. The number of classes in the table is 5, 30, 90.
b. The class width is 6, 7, 34.
c. The midpoint of the third class is 16.5, 17, 17.5.
d. The lower boundary of the second classis 6.5, 7, 7.5.
e. The upper limit of the second classis 12.5, 13, 13.5.
f. The sample sizeis 5, 90, 11.
0. The relative frequency of the second class is .22, .41, .30.
3. Briefly explain and illustrate with the help of graphs a symmetric histogram, a histogram skewed to
the right, and a histogram skewed to the left.
4. Twenty elementary school children were asked if they live with both parents (B), father only (F),
mother only (M), or someone else (S). The responses of the children follow.

M B B M F S B M F M
B F B M M B B F B M

a. Construct a frequency distribution table.

b. Write the relative frequencies and percentages for all categories.

c. What percentage of the children in this sample live with their mothers only?

d. Draw a bar graph for the frequency distribution and a pie chart for the percentages.

5. A large Midwestern city has been chronically plagued by false fire dlarms. The following data set
gives the number of false alarms set off each week for a 24-week period in this city.

10 4 8 7 3 7 10 2 6 12 11 8
1 6 5 13 9 7 5 1 14 5 15 3

a. Construct a frequency distribution table. Take 1 as the lower limit of the first class and 3 as the
width of each class.
b. Calculate the relative frequencies and percentages for all classes.
c. What percentage of these weeks had 9 or fewer false alarms?
d. Draw the frequency histogram and polygon.
6. Refer to the frequency distribution prepared in Problem 5. Prepare the cumulative percentage distri-
bution using that table. Draw an ogive for the cumulative percentage distribution.
7. Construct a stem-and-leaf display for the following data, which give the times (in minutes) 24 cus-
tomers spent waiting to speak to a customer service representative when they called about problems
with their Internet service provider.

12 15 7 29 32 16 10 14 17 8 19 21
4 14 22 25 18 6 22 16 13 16 12 20

73
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8. Consider this stem-and-leaf display:

~No ok w
ROFrNO
O NWhw
~Nwo N
o~

Write the data set that was used to construct this display.
9. Make adotplot for the data given in Problem 5.

Mini-Projects

B MINI-PROJECT 2-1

Using the data you gathered for the mini-project in Chapter 1, prepare a summary of that data set that in-

cludes the following.

a. Prepare an appropriate type of frequency distribution table for one of the quantitative variables
and then compute relative frequencies and cumulative relative frequencies.

b. Create a histogram, a stem-and-leaf display, and a dotplot of the data. Comment on any symme-
try or skewness and on the presence of clusters and any potential outliers.

c. Make stacked dotplots of the same variable (as in parts a and b) based on the values of one of
your categorical variables. For example, if your quantitative variable is GPAs of students, your cat-
egorical variable could be gender. Comment on the similarities and differences between the dis-
tributions for the different values of your categorical variable.

B MINI-PROJECT 2-2

Choose 15 of each of two types of magazines (news, sports, fitness, entertainment, and so on) and record
the percentage of pages that contain at least one advertisement. Using these percentages and the types of
magazines, write a brief report that covers the following:
a. Prepare an appropriate type of frequency distribution table for the quantitative variable and then
compute relative frequencies and cumulative relative frequencies.
b. Create a histogram, a stem-and-leaf plot, and a dotplot of al of the data. Comment on any sym-
metry or skewness, as well as the presence of clusters and any potential outliers.
c. Make stacked dotplots of the same variable for each of the two types of magazines. Comment on
the similarities and differences between the distributions for the two types of magazines.

Deciding About Statistical Properties

Look around you. Graphs are everywhere. Business reports, news-
papers, magazines, and so forth are all loaded with graphs.
Unfortunately, some people feel that the primary purpose of
graphs isto provide a break from the humdrum text. Executive sum-
maries will often contain graphs so that CEOs and executive vice
presidents need only to glance at these graphs to assume that they
understand everything without reading more than a paragraph or so of
the report. In reality, the usefulness of graphs is somewhere between
the fluff of the popular press and the quick answer of the boardroom.

Here you are asked to interpret some graphs, primarily by using
them to compare distributions of a variable. As we will discuss in
Chapter 3, some of our concerns have to do with the location of the
center of adistribution and the variability or spread of adistribution.
We can use graphs to compare the centers and variability of two or
more distributions.

In practice, the graphs are made using statistical software, so it
is important to recognize that computer software is programmed to
use the same format for each graph of a specific type, unlessyou tell
the software to do differently. For example, consider the two his-
tograms in Figures 2.30 and 2.31 that are drawn for two different
data sets.

1. Examine the two graphs of Figures 2.30 and 2.31.

2. Explain what is meant by the statement “the shapes of the two
distributions are the same.”

3. Does the fact that the shapes of the two distributions are the
same imply that the centers of the two distributions are the same?
Why or why not? Explain.
4. Does the fact that the shapes of the two distributions are the
same imply that the spreads of the two distributions are the same?
Why or why not? Explain.
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Figure 2.30 Histogram of data temp 1. Figure 2.31 Histogram of data temp 2.

5. It turns out that the same variable was represented in the two 1. Examine the two histograms of Figures 2.32 and 2.33.

graph§ but with different units of measurement. Can you figure out 2 These two distributions have the same center but do not have
the units? the same spread. Decide which distribution has the larger spread and

Another situation that is important to compare is when two explain the reasoning behind your decision.

graphs cover a similar range but have different shapes, such as the Answer all the above questions again after reading Chapter 3.
histograms in Figures 2.32 and 2.33.

Figure 2.32 Histogram of example 2a. Figure 2.33 Histogram of example 2b.

SO R Organizing Data

g T8 )

EDHE*E Flats 1. To create a frequency histogram for alist of data, press STAT PLOT, which you access

el o L= um by pressing 2nd > Y =. The Y= key is located at the top left of the calculator buttons.
Hhe MM |

wlistily 2. Make sure that only one plot is turned on. If more than one plot is turned on, you can turn

Fres:l_ off the unwanted plots by using the following steps. Press the number corresponding to the
plot you wish to turn off. A screen similar to Screen 2.1 will appear. Use the arrow keys
Screen 2.1 to move the cursor to the Off button, then press ENTER. Now use the arrow keys to move
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WINDOL
Bmin=5S_

Ascl=1@
VYmin=-2. 18483
Ymax=15

Vzcl=
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Screen 2.2

to the row with Plot1, Plot2, and Plot3. If there is another plot that you need to turn off,
select that plot by moving the cursor to that plot, pressing ENTER, and repeating the previ-
ous procedure. If not, move the cursor to the plot you wish to use and press ENTER.

3. In the Type rows, use the right arrow to move to the third column in the first row that
looks like a histogram, and press Enter. Move to Xlist to enter the name of the list where
the data are located. Press 2nd > Stat, then use the up and down arrows to move through
the list names until you find the list you want to use. Press ENTER. Leave the Freq set-
ting at 1. (Note: if you are using one of the lisssnamed L1, L2, L3, L4, L5, or L6, you
can enter the list name by pressing 2nd followed by one of the numbers 1 through 6, as
they correspond to the list names L1 through L6.)

4. To see the graph, select ZOOM > 9 (the ZOOM STAT function), where ZOOM s the
third key in the top row. This sets the window settings to display your graph.

5. If you would like to change the class width and/or the starting point of the first inter-
val, select WINDOW (see Screen 2.2). To change the class width, change the value of
Xscl to the desired width. To change the starting point of the first interval, change the
value of Xmin to the desired point. Press GRAPH, which is the fifth button in the top
row. (Note: After making either or both of these changes, you may need to change the
values of Xmax and Y max to see the entire graph. The difference between Xmax and
Xmin should be a multiple of Xscl. As an example, if Xmin = 5 and Xscl = 10 and
the largest data point is 93, then Xmax should be set to 95 because 95 — 5 = 90,
which is a multiple of 10, and 95 is larger than the largest data point. The purpose of
changing Ymax is to be able to see the tops of the bars of the histogram. If the bars
run off the top of the calculator screen, increase Y max, and press GRAPH.)

6. If you would like to see the interval endpoints and the number of observations in each class
(which is given by the height of the corresponding bar), press TRACE, then use the left
and right arrows to move from one bar to the next. When you are done, press CLEAR.

The functions for creating many common graphs are listed in the pulldown menu Graph.
The following instructions will demonstrate how to use Minitab to create two types of graphs
for categorical variables—a bar chart and a pie chart—and three types of graphs for quantita-
tive variables—a frequency histogram, a stem-and-leaf display, and a dotplot.

Bar Chart

1. If you have raw categorical data entered in a column (such as C1), select Graph > Bar
Chart. In the resulting dialog box, select Bars Represent: Counts of unique values and
Simple. Click OK. In the new dialog box, type C1 in the box below Categorical Variables
and click OK.

2. If you have categorical data in a frequency table, with the categories entered in C1 and the
frequencies in C2, select Graph > Bar Chart. In the resulting dialog box, select Bars
Represent: Values from a table and Simple. Click OK. In the new dialog box, type C2
in the box below Graph variables and C1 in the box below Categorical Variable and
click OK.

Pie Chart

1. If you have raw categorical data entered in C1, select Graph > Pie Chart. In the resulting
diaog box, select Chart raw data, type C1 in the box below Categorical Variables, and
click OK.
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2. If you have categorical data in a frequency table, with the categories entered in C1 and the
frequencies in C2, select Graph > Pie Chart. In the resulting dialog box, select Chart
values from a table, type C2 in the box below Summary variables and C1 in the box
below Categorical Variable, and click OK.

Frequency Histogram

For a quantitative data set entered in C1, select
Graph > Histogram, select Simple, and click
OK. In the resulting dialog box, type C1 in the
box below Graph Variables (see Screen 2.3) and
click OK. Minitab will produce a separate window
that contains the histogram (see Screen 2.4).

Screen 2.3

Screen 2.4

Stem-and-Leaf Display

For a quantitative data set entered in C1, select Graph > Stem-and-L eaf, type C1 in
the box below Graph Variables, and click OK. The display will appear in the Session
window (see Screen 2.5).

Dotplot

For a quantitative data set entered in C1, select Graph > Dotplot, select the appro-
priate dotplot from the choices, and click OK. In the resulting dialog box, type C1

in the box below Graph Variables and click OK. The dotplot will appear in a new
window.

Screen 2.5
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KScreen 2.6

1. To create a frequency distribution for a range of numerical datain
Excel, decide how many categories you will have. Choose class bound-
aries between the categories so that you have one fewer boundary than
classes. Type the class boundaries into Excel.

2. Select where you want the class frequencies to appear, and select a
range of one more cell than the number of boundaries you have.

3. Type =frequency(.
4. Select the range of cells of numerical data, and then type a comma.

5. Select the range of class boundaries, and type a right parenthesis (see
Screen 2.6).

TECHNOLOGY ASSIGNMENTS

TA2.1 Construct a bar graph and a pie chart for the frequency distribution prepared in Exercise 2.5.
TA2.2 Construct a bar graph and a pie chart for the frequency distribution prepared in Exercise 2.6.

TA2.3 Refer to Data Set V that accompanies this text (see Preface and Appendix B) on the times taken
to run the Manchester Road Race for a sample of 500 participants. From that data set, select the 6th value,
and then select every 10th value after that (i.e., select the 6th, 16th, 26th, 36th, ... values). This subsam-
ple will give you 50 measurements. (Such a sample selected from a population is called a systematic ran-
dom sample.) Construct a histogram for these data. Let the software you use decide on classes and class
limits.

TA2.4 Refer to Data Set | that accompanies this text on the prices of various products in different cities

across the country. Select a subsample of 60 from the column that contains information on pizza prices
and then construct a histogram for these data.

TA2.5 Construct a histogram for the data from Exercise 2.20 on the numbers of computer keyboards
assembled. Use the classes given in that exercise. Use the midpoints to mark the horizontal axis in the
histogram.

TA2.6 Prepare a stem-and-leaf display for the data given in Exercise 2.48.

TA2.7 Prepare a stem-and-leaf display for the data of Exercise 2.53.

TA2.8 Prepare a bar graph for the frequency distribution obtained in Exercise 2.28.
TA2.9 Prepare a bar graph for the frequency distribution obtained in Exercise 2.29.
TA2.10 Make a pie chart for the frequency distribution obtained in Exercise 2.19.
TA2.11 Make a pie chart for the frequency distribution obtained in Exercise 2.29.
TA2.12 Make a dotplot for the data of Exercise 2.64.

TA2.13 Make a dotplot for the data of Exercise 2.65.




Numerical Descriptive Measures

Chapter

During the 2008 season, among all baseball teams, the New York Yankees drew the highest av-
erage of spectators to the games. (See Case Study 3-1). Despite baseball being “America’s National
Pastime,” attendance at Major League Baseball games varies from team to team. What may attract
fans to baseball fields? Is it the number of championships won, market size, fan loyalty, or just love
for the team or game?

In Chapter 2 we discussed how to summarize data using different methods and to display data using
graphs. Graphs are one important component of statistics; however, it is also important to numerically
describe the main characteristics of a data set. The numerical summary measures, such as the ones
that identify the center and spread of a distribution, identify many important features of a distribution.
For example, the techniques learned in Chapter 2 can help us graph data on family incomes. However,
if we want to know the income of a “typical” family (given by the center of the distribution), the spread
of the distribution of incomes, or the relative position of a family with a particular income, the numeri-
cal summary measures can provide more detailed information (see Figure 3.1). The measures that
we discuss in this chapter include measures of (1) central tendency, (2) dispersion (or spread), and
(3) position.

3.1 Measures of Central
Tendency for Ungrouped
Data

Case Study 3-1 Average
Attendance at Baseball
Games

Case Study 3-2 The Gender
Pay Gap

3.2 Measures of Dispersion
for Ungrouped Data

3.3 Mean, Variance, and
Standard Deviation for
Grouped Data

3.4 Use of Standard
Deviation

Case Study 3-3 Here Comes
the SD

3.5 Measures of Position
3.6 Box-and-Whisker Plot
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Figure 3.1

< Spread >

|
Center $76,260 Income

Position of a
particular family

3.1 Measures of Central Tendency
for Ungrouped Data

We often represent a data set by numerical summary measures, usually called the typical val-
ues. A measure of central tendency gives the center of a histogram or a frequency distribu-
tion curve. This section discusses three different measures of central tendency: the mean, the
median, and the mode; however, afew other measures of central tendency, such as the trimmed
mean, the weighted mean, and the geometric mean, are explained in exercises following this
section. We will learn how to calculate each of these measures for ungrouped data. Recall from
Chapter 2 that the data that give information on each member of the population or sample
individually are called ungrouped data, whereas grouped data are presented in the form of a
frequency distribution table.

3.1.1 Mean

The mean, also called the arithmetic mean, is the most frequently used measure of central
tendency. This book will use the words mean and average synonymously. For ungrouped
data, the mean is obtained by dividing the sum of all values by the number of values in the
data set:

Sum of all values

M =
ean Number of values

The mean calculated for sample datais denoted by X (read as “x bar”), and the mean cal-
culated for population data is denoted by u (Greek letter mu). We know from the discussion
in Chapter 2 that the number of values in a data set is denoted by n for a sample and by N
for a population. In Chapter 1, we learned that a variable is denoted by x, and the sum of all
values of x is denoted by 3x. Using these notations, we can write the following formulas for
the mean.

Calculating Mean for Ungrouped Data The mean for ungrouped data is obtained by
dividing the sum of all values by the number of values in the data set. Thus,

Mean for population data:  w = N
X
Mean for sample data: X = %

where Xx is the sum of al vaues, N is the population size, n is the sample size, u is the
population mean, and X is the sample mean.
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B EXAMPLE 3-1
Table 3.1 lists the total sales (rounded to hillions of dollars) of six U.S. companies for 2008.

Table 3.1 2008 Sales of Six U.S. Companies

Total Sales
Company (billions of dollars)
General Motors 149
Wal-Mart Stores 406
General Electric 183
Citigroup 107
Exxon Mobil 426
Verizon Communication 97

Find the 2008 mean sales for these six companies.
Solution The variable in this example is the 2008 total sales for a company. Let us denote
this variable by x. Then, the six values of x are

X, = 149, X, = 406, X3 = 183, x, = 107, xs = 426, and Xg = 97

where x; = 149 represents the 2008 total sales of General Motors, x, = 406 represents the
2008 total sales of Wal-Mart Stores, and so on. The sum of the 2008 sales for these six
companies is

IX=X 1 X+ X3+ X+ X5 + Xg

149 + 406 + 183 + 107 + 426 + 97 = 1368

Note that the given datainclude only six companies. Hence, they represent a sample. Because
the given data set contains six companies, n = 6. Substituting the values of x and n in the
sample formula, we obtain the mean 2008 sales of the six companies:

X = & = 1368 = 228 = $228 Billion
n 6
Thus, the mean 2008 sales of these six companies was 228, or $228 billion. [ |

B EXAMPLE 3-2
The following are the ages (in years) of all eight employees of a small company:

53 32 61 27 39 44 49 57

Find the mean age of these employees.

Solution Because the given data set includes all eight employees of the company, it repre-
sents the population. Hence, N = 8. We have

SX=53+ 32+ 61+ 27 + 39 + 44 + 49 + 57 = 362

The population mean is

X 362
M= W = ? = 4525years
Thus, the mean age of all eight employees of this company is 45.25 years, or 45 years and
3 months. [ ]

81

Calculating the sample mean
for ungrouped data.

Calculating the population
mean for ungrouped data.
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Illustrating the effect of an
outlier on the mean.

Reconsider Example 3-2. If we take a sample of three employees from this company and
calculate the mean age of those three employees, this mean will be denoted by X. Suppose the
three values included in the sample are 32, 39, and 57. Then, the mean age for this sample is

2 + + 57

X = % = 42.67 years
If we take a second sample of three employees of this company, the value of X will (most likely)
be different. Suppose the second sample includes the values 53, 27, and 44. Then, the mean age
for this sample is

+ 27 +

X = W = 41.33 years
Consequently, we can state that the value of the population mean w is constant. However, the
value of the sample mean X varies from sample to sample. The value of X for a particular sample
depends on what values of the population are included in that sample.

Sometime a data set may contain afew very small or afew very large values. As mentioned
in Chapter 2 on page 58, such values are called outliers or extreme values.

A major shortcoming of the mean as a measure of central tendency is that it is very sensitive
to outliers. Example 3-3 illustrates this point.

B EXAMPLE 3-3
Table 3.2 liststhetotal philanthropic givings (in million dollars) by six companies during 2007.

Table 3.2 Philanthropic Givings of Six Companies

During 2007
Money Given in 2007
Corporation (millions of dollars)
CVs 224
Best Buy 31.8
Staples 19.8
Walgreen 9.0
Lowe's 275
Wal-Mart 337.9

Notice that the charitable contributions made by Wal-Mart are very large compared to those
of other companies. Hence, it is an outlier. Show how the inclusion of this outlier affects the
value of the mean.

Solution If we do not include the charitable givings of Wal-Mart (the outlier), the mean of
the charitable contributions of the five companiesis

224 +31.8+ 198+ 9.0+ 275 1105
5 5

Mean = $22.1 million

Now, to see the impact of the outlier on the value of the mean, we include the contributions
of Wal-Mart and find the mean contributions of the six companies. This mean is

224+ 318+ 198+ 9.0+ 275+ 337.9 4484
B 6 6

Thus, including the contributions of Wal-Mart causes more than a threefold increase in the
value of the mean, which changes from $22.1 million to $74.73 million. |

Mean = $74.73 million



The accompanying chart shows five of the Major League Baseball teams that had the highest average
attendance during the 2008 season. According to the information given in the chart, the highest average
attendance during the 2008 season was for the New York Yankees, which attracted 52,585 spectators
per game.

The preceding example should encourage us to be cautious. We should remember that the
mean is not always the best measure of central tendency because it is heavily influenced by out-
liers. Sometimes other measures of central tendency give a more accurate impression of a data
set. For example, when a data set has outliers, instead of using the mean, we can use either the
trimmed mean (defined in Exercise 3.33) or the median (to be discussed next) as a measure of
central tendency.

3.1.2 Maedian

Another important measure of central tendency is the median. It is defined as follows.

Definition

Median The median isthe value of the middleterm in adata set that has been ranked in increas-
ing order.

As s obvious from the definition of the median, it divides a ranked data set into two equal
parts. The calculation of the median consists of the following two steps:

1. Rank the data set in increasing order.
2. Find the middle term. The value of this term is the median.!

Note that if the number of observations in a data set is odd, then the median is given by
the value of the middle term in the ranked data. However, if the number of observationsis even,
then the median is given by the average of the values of the two middle terms.

The value of the middle term in a data set ranked in decreasing order will also give the value of the median.

AVERAGE
ATTEN-
DANCE AT
BASEBALL
GAMES

Source: USA TODAY, April 2, 2009.

CASE STUDY

Copyright © 2009, USA TODAY. Chart

reproduced with permission.
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B EXAMPLE 3-4

The following data give the prices (in thousands of dollars) of seven houses selected from all
houses sold last month in a city.

Calculating the median
for ungrouped data: odd
number of data values. 312 257 421 289 526 374 497

Find the median.

Solution First, we rank the given data in increasing order as follows:

257 289 312 374 421 497 526

Since there are seven homes in this data set and the middle term is the fourth term, the me-
dian is given by the value of the fourth term in the ranked data.

257 289 312 374 421 497 526
T
Median

Thus, the median price of a house is 374, or $374,000. |

B EXAMPLE 3-5

Table 3.3 gives the 2008 profits (rounded to billions of dollars) of 12 companies selected from
all over the world.

Calculating the median
for ungrouped data: even

number of data values. . .
Table 3.3 Profits of 12 Companies for 2008

2008 Profits
Company (billions of dollars)
Merck & Co 8
IBM 12
Unilever 7
Microsoft 17
Petrobras 14
Exxon Mobil 45
Lukoil 10
AT&T 13
Nestlé 17
Vodafone 13
Deutsche Bank 9
China Mobile 11

Find the median for these data.

Solution First we rank the given profits as follows:

7 8 9 10 11 12 13 13 14 17 17 45

There are 12 values in this data set. Because there is an even number of values in the data set,
the median is given by the average of the two middle values. The two middle values are the
sixth and seventh in the foregoing list of data, and these two values are 12 and 13. The median,
which is given by the average of these two values, is calculated as follows.

7 8 9 10 11 12 13 13 14 17 17 45
T
Median
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The accompanying chart shows the median earnings of men and women aged 25 years and older for the
year 2007. These numbers are based on Census Bureau surveys done in 2007 but released in January 2009.

) . . . X . X . Source: USA TODAY, February 9, 2009.
According to the information given in the chart, in 2007, the median earnings of women 25 years or older Copyright © 2009, USA TODAY. Chart
were $35,759, whereas those of men 25 years or older were $46,788. reproduced with permission.

+
Median = 127213 = 2—25 = 12.5 = $12.5 hillion

Thus, the median profit of these 12 companies is $12.5 hillion. |
The median gives the center of a histogram, with half of the data values to the left of the
median and half to the right of the median. The advantage of using the median as a measure of

central tendency is that it is not influenced by outliers. Consequently, the median is preferred
over the mean as a measure of central tendency for data sets that contain outliers.

3.1.3 Mode

Mode is a French word that means fashion—an item that is most popular or common. In sta-
tistics, the mode represents the most common value in a data set.

Definition

Mode The mode is the value that occurs with the highest frequency in a data set.

B EXAMPLE 3-6

The following data give the speeds (in miles per hour) of eight cars that were stopped on _
1-95 for speeding violations. il 2 Al

ungrouped data.
77 82 74 8l 79 84 74 78
Find the mode.

Solution In this data set, 74 occurs twice, and each of the remaining values occurs only
once. Because 74 occurs with the highest frequency, it is the mode. Therefore,

Mode = 74 miles per hour [ |
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Data set with no mode.

Data set with two modes.

Data set with three modes.

Finding the mode for
qualitative data.

A major shortcoming of the mode is that a data set may have none or may have more than one
mode, whereas it will have only one mean and only one median. For instance, a data set with each
value occurring only once has no mode. A data set with only one value occurring with the high-
est frequency has only one mode. The data set in this case is called unimodal. A data set with
two values that occur with the same (highest) frequency has two modes. The distribution, in this
case, is said to be bimodal. If more than two values in a data set occur with the same (highest)
frequency, then the data set contains more than two modes and it is said to be multimodal.

B EXAMPLE 3-7

Last year's incomes of five randomly selected families were $76,150, $95,750, $124,985,
$87,490, and $53,740. Find the mode.

Solution Because each value in this data set occurs only once, this data set contains no
mode. |

B EXAMPLE 3-8

Refer to the data on 2008 profits of 12 companies given in Table 3.3 of Example 3-5. Find
the mode for these data.

Solution In the data given in Example 3-5, each of the two values 13 and 17 occurs twice,
and each of the remaining values occurs only once. Therefore, that data set has two modes:
$13 billion and $17 hillion. |

B EXAMPLE 3-9

The ages of 10 randomly selected students from a class are 21, 19, 27, 22, 29, 19, 25, 21, 22,
and 30 years, respectively. Find the mode.

Solution This data set has three modes: 19, 21, and 22. Each of these three values occurs
with a (highest) frequency of 2. |

One advantage of the mode is that it can be calculated for both kinds of data—quantitative
and qualitative—whereas the mean and median can be calculated for only quantitative data.

B EXAMPLE 3-10

The status of five students who are members of the student senate at a college are senior, soph-
omore, senior, junior, and senior, respectively. Find the mode.

Solution Because senior occurs more frequently than the other categories, it is the mode
for this data set. We cannot calculate the mean and median for this data set. |

To sum up, we cannot say for sure which of the three measures of central tendency is a bet-
ter measure overall. Each of them may be better under different situations. Probably the mean
is the most-used measure of central tendency, followed by the median. The mean has the ad-
vantage that its calculation includes each value of the data set. The median is a better measure
when a data set includes outliers. The mode is simple to locate, but it is not of much use in
practical applications.

3.1.4 Relationships Among the Mean, Median, and Mode

As discussed in Chapter 2, two of the many shapes that a histogram or a frequency distribution
curve can assume are symmetric and skewed. This section describes the relationships among
the mean, median, and mode for three such histograms and frequency distribution curves.
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Knowing the values of the mean, median, and mode can give us some idea about the shape of
a frequency distribution curve.

1. For asymmetric histogram and frequency distribution curve with one peak (see Figure 3.2),
the values of the mean, median, and mode are identical, and they lie at the center of the

distribution.

Figure 3.2 Mean, median, and mode for a symmetric
histogram and frequency distribution curve.

Frequency

T Variable

Mean = median = mode

2. For ahistogram and a frequency distribution curve skewed to the right (see Figure 3.3), the
value of the mean is the largest, that of the mode is the smallest, and the value of the me-
dian lies between these two. (Notice that the mode always occurs at the peak point.) The
value of the mean is the largest in this case because it is sensitive to outliers that occur in
the right tail. These outliers pull the mean to the right.

Figure 3.3 Mean, median, and mode for a histogram
and frequency distribution curve skewed to the right.

Frequency

? f L| Variable

Mode Median Mean

3. If ahistogram and a frequency distribution curve are skewed to the left (see Figure 3.4),
the value of the mean is the smallest and that of the mode is the largest, with the value of
the median lying between these two. In this case, the outliers in the left tail pull the mean

to the left.

Figure 3.4 Mean, median, and mode for a histogram
and frequency distribution curve skewed to the left.

Frequency

’J f T Variable

Mean Median Mode

EXERCISES

B | CONCEPTS AND PROCEDURES

3.1 Explain how the value of the median is determined for a data set that contains an odd number of ob-
servations and for a data set that contains an even number of observations.

3.2 Briefly explain the meaning of an outlier. |s the mean or the median a better measure of central ten-
dency for a data set that contains outliers? Illustrate with the help of an example.

3.3 Using an example, show how outliers can affect the value of the mean.
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3.4 Which of the three measures of central tendency (the mean, the median, and the mode) can be cal-
culated for quantitative data only, and which can be calculated for both quantitative and qualitative data?
Illustrate with examples.

3.5 Which of the three measures of central tendency (the mean, the median, and the mode) can assume
more than one value for a data set? Give an example of a data set for which this summary measure as-
sumes more than one value.

3.6 Isit possible for a (quantitative) data set to have no mean, no median, or no mode? Give an exam-
ple of a data set for which this summary measure does not exist.

3.7 Explain the relationships among the mean, median, and mode for symmetric and skewed histograms.
Ilustrate these relationships with graphs.

3.8 Prices of cars have a distribution that is skewed to the right with outliers in the right tail. Which of
the measures of central tendency is the best to summarize this data set? Explain.

3.9 The following data set belongs to a population:
5 -7 2 0 -9 16 10 7
Calculate the mean, median, and mode.
3.10 The following data set belongs to a sample:
14 18 -1 08 8 —16
Calculate the mean, median, and mode.

Il APPLICATIONS

3.11 The following table gives the standard deductions and personal exemptions for persons filing with
“single” status on their 2009 state income taxes in a random sample of 10 states. Calculate the mean and
median for the data on standard deductions for these states.

Standard Deduction Per sonal Exemption

State (in dollars) (in dollars)
Delaware 3250 110
Hawaii 2000 1040
Kentucky 2100 20
Minnesota 5450 3500
North Dakota 5450 3500
Oregon 1865 169
Rhode Island 5450 3500
Vermont 5450 3500
Virginia 3000 930

Source: TaxFoundation.org.

3.12 Refer to the data table in Exercise 3.11. Calculate the mean and median for the data on personal ex-
emptions for these states.

3.13 Thefollowing data give the 2007 gross domestic product (GDP) in billions of dollarsfor all 50 states.
The data are entered in alphabetic order by state (Bureau of Economic Analysis, June 2005).

166 45 247 95 1813 236 216 60 735 397
62 51 610 246 129 117 154 216 48 269
352 382 255 89 229 34 80 127 57 465
76 1103 399 28 466 139 158 531 47 153
34 244 1142 106 25 383 311 58 232 32

a. Calculate the mean and median for these data. Are these values of the mean and the median sam-
ple statistics or population parameters? Explain.
b. Do these data have a mode? Explain.
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3.14 The following data give the 2008 profits (in millions of dollars) of the six Arizona-based companies
for the year 2008 (Fortune, May 5, 2008). The data represent the following companies, respectively:
Freeport-McMoRan Copper & Gold, Avnet, US Airways Group, Allied Waste Industries, Insight Enter-
prises, and PetSmart.

2977.0 393.1 427.0 273.6 77.8 258.7
Find the mean and median for these data. Do these data have a mode?

3.15 The following data give the 2006-07 team salaries for 20 teams of the English Premier League,
arguably the best-known soccer league in the world. The salaries are given in the order in which the teams
finished during the 2006-07 season. The salaries are in millions of British pounds (note that the approx-
imate value of 1 British pound was $1.95 during the 200607 season, so the team salaries range from
$34.3 million to $259 million). (Source: BBC, May 28, 2008.)

92.3 132.8 77.6 89.7 43.8 384 30.7
29.8 36.9 36.7 43.2 38.3 62.5 36.4
44.2 35.2 21.5 224 34.3 17.6

Find the mean and median for these data.

3.16 The following data give the numbers of car thefts that occurred in a city during the past 12 days.
6 3 7 11 4 3 8 7 2 6 9 15

Find the mean, median, and mode.

3.17 The following data give the revenues (in millions of dollars) for the last available fiscal year for a
sample of six charitable organizations for serious diseases (Charity Navigator, 2009). The values are, listed
in order, for the Alzheimer’s Association, the American Cancer Society, the American Diabetes Associa-
tion, the American Heart Association, the American Lung Association, and the Cystic Fibrosis Foundation.

952 1129 231 668 49 149
Compute the mean and median. Do these data have a mode? Why or why not?

3.18 The following table gives the number of major penalties for each of the 15 teams in the Eastern Con-
ference of the National Hockey League during the 2008-09 season (NHL, 2009). A maor penalty is sub-
ject to 5 minutes in the penalty box for a player.

Number of
Team Major Penalties
Philadelphia 65
Columbus 59
Boston 53
Pittsburgh 51
New York Rangers 50
Tampa Bay 40
Nashville 39
Florida 38
Ottawa 35
Washington 35
Montreal 34
Atlanta 31
New York Islanders 29
Buffalo 26
Toronto 25

Compute the mean and median for the data on magjor pendties. Do these data have a mode? Why or why not?

3.19 Due to antiquated equipment and frequent windstorms, the town of Oak City often suffers power
outages. The following data give the numbers of power outages for each of the past 12 months.

4 5 7 3 2 0 2 3 2 1 2 4
Compute the mean, median, and mode for these data.
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3.20 A brochure from the department of public safety in anorthern state recommends that motorists should
carry 12 items (flashlights, blankets, and so forth) in their vehicles for emergency use while driving in
winter. The following data give the number of items out of these 12 that were carried in their vehicles by
15 randomly selected motorists.

5 3 7 8 0 1 0 5 1 21 07 6 7 1 19

Find the mean, median, and mode for these data. Are the values of these summary measures population
parameters or sample statistics? Explain.

3.21 Nixon Corporation manufactures computer monitors. The following data are the numbers of com-
puter monitors produced at the company for a sample of 10 days.

24 32 27 23 35 33 29 40 23 28
Calculate the mean, median, and mode for these data.

3.22 The Tri-City School District has instituted a zero-tolerance policy for students carrying any objects
that could be used as weapons. The following data give the number of students suspended during each of
the past 12 weeks for violating this school policy.

1 59 1 21 17 6 9 1 01 43 6 5
Calculate the mean, median, and mode for these data.

3.23 The following data represent the numbers of tornadoes that touched down during 1950 to 1994 in
the 12 states that had the most tornadoes during this period (Storm Prediction Center, 2009). The data for
these states are given in the following order: CO, FL, IA, IL, KS, LA, MO, MS, NE, OK, SD, TX.

1113 2009 1374 1137 2110 1086 1166 1039 1673 2300 1139 5490

a. Calculate the mean and median for these data.

b. Identify the outlier in this data set. Drop the outlier and recal culate the mean and median. Which
of these two summary measures changes by a larger amount when you drop the outlier?

c. Which is the better summary measure for these data, the mean or the median? Explain.

3.24 The following data set lists the number of women from each of 10 different countries who were on
the Rolex Women's World Golf Rankings Top 25 list as of March 31, 2009. The data, entered in that or-
der, are for the following countries: Australia, Brazil, England, Japan, Korea, Mexico, Norway, Sweden,
Taiwan, and United States.

2 1 1 2 9 1 1 2 2 4

a. Calculate the mean and median for these data.

b. Identify the outlier in this data set. Drop the outlier and recalcul ate the mean and median. Which
of these two summary measures changes by a larger amount when you drop the outlier?

c. Which is the better summary measure for these data, the mean or the median? Explain.

*3.25 One property of the mean isthat if we know the means and sample sizes of two (or more) data sets,
we can calculate the combined mean of both (or al) data sets. The combined mean for two data sets is
calculated by using the formula

nX; + NoX,
n, +n,

Combined mean = X =

where n; and n, are the sample sizes of the two data sets and x; and x, are the means of the two data sets,
respectively. Suppose a sample of 10 statistics books gave a mean price of $140 and a sample of 8 math-
ematics books gave a mean price of $160. Find the combined mean. (Hint: For this example:
n, = 10, n, = 8, 7(1 = $140, )7(2 = $160)

*3.26 Twenty business majors and 18 economics majors go bowling. Each student bowls one game. The

scorekeeper announces that the mean score for the 18 economics majors is 144 and the mean score for
the entire group of 38 students is 150. Find the mean score for the 20 business majors.

*3.27 For any data, the sum of al values is equal to the product of the sample size and mean; that is,
3 X = nx. Suppose the average amount of money spent on shopping by 10 persons during a given week
is $105.50. Find the total amount of money spent on shopping by these 10 persons.

*3.28 The mean 2009 income for five families was $99,520. What was the total 2009 income of these
five families?

*3.29 The mean age of six persons is 46 years. The ages of five of these six persons are 57, 39, 44, 51,
and 37 years, respectively. Find the age of the sixth person.
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*3.30 Seven airline passengers in economy class on the same flight paid an average of $361 per ticket.
Because the tickets were purchased at different times and from different sources, the prices varied. The
first five passengers paid $420, $210, $333, $695, and $485. The sixth and seventh tickets were purchased
by a couple who paid identical fares. What price did each of them pay?

*3.31 Consider the following two data sets.

Data Set I: 12 25 37 8 41
Data Set |1: 19 32 44 15 48

Notice that each value of the second data set is obtained by adding 7 to the corresponding value of the
first data set. Calculate the mean for each of these two data sets. Comment on the relationship between
the two means.

*3.32 Consider the following two data sets.

Data Set I: 4 8 15 9 11
Data Set |1: 8 16 30 18 22

Notice that each value of the second data set is obtained by multiplying the corresponding value of the
first data set by 2. Calculate the mean for each of these two data sets. Comment on the relationship be-
tween the two means.

*3.33 The trimmed mean is calculated by dropping a certain percentage of values from each end of a
ranked data set. The trimmed mean is especially useful as a measure of central tendency when a data set
contains a few outliers at each end. Suppose the following data give the ages (in years) of 10 employees
of a company:

47 53 38 26 39 49 19 67 31 23

To calculate the 10% trimmed mean, first rank these data values in increasing order; then drop 10% of the
smallest values and 10% of the largest values. The mean of the remaining 80% of the values will give the
10% trimmed mean. Note that this data set contains 10 values, and 10% of 10 is 1. Thus, if we drop
the smallest value and the largest value from this data set, the mean of the remaining 8 values will be
called the 10% trimmed mean. Calculate the 10% trimmed mean for this data set.

*3.34 The following data give the prices (in thousands of dollars) of 20 houses sold recently in a city.

184 297 365 309 245 387 369 438 195 390
323 578 410 679 307 2711 457 795 259 590

Find the 20% trimmed mean for this data set.

*3.35 In some applications, certain values in a data set may be considered more important than others.
For example, to determine students' grades in a course, an instructor may assign aweight to the final exam
that is twice as much as that to each of the other exams. In such cases, it is more appropriate to use the
weighted mean. In general, for a sequence of n data values x;, X,,..., X, that are assigned weights w;,
Wa,..., W, respectively, the weighted mean is found by the formula

. S xw
Weighted ==
eig mean Sw
where Zxw is obtained by multiplying each data value by its weight and then adding the products. Sup-
pose an instructor gives two exams and a final, assigning the final exam a weight twice that of each of the
other exams. Find the weighted mean for a student who scores 73 and 67 on the first two exams and 85
on the final. (Hint: Here, X, = 73, X, = 67, %3 = 85, w; = w, = 1, and w; = 2))

*3.36 When studying phenomena such as inflation or population changes that involve periodic increases
or decreases, the geometric mean is used to find the average change over the entire period under study.
To calculate the geometric mean of a sequence of n values x;, Xy, ..., X, we multiply them together and
then find the nth root of this product. Thus

Geometric mean = Vg * Xp * X3+ ... * X,

Suppose that the inflation rates for the last five years are 4%, 3%, 5%, 6%, and 8%, respectively. Thus at
the end of the first year, the price index will be 1.04 times the price index at the beginning of the year,
and so on. Find the mean rate of inflation over the 5-year period by finding the geometric mean of the
data set 1.04, 1.03, 1.05, 1.06, and 1.08. (Hint: Here, n = 5, x, = 1.04, x, = 1.03, and so on. Use the x*"
key on your calculator to find the fifth root. Note that the mean inflation rate will be obtained by sub-
tracting 1 from the geometric mean.)
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Calculating the range
for ungrouped data.

3.2 Measures of Dispersion for Ungrouped Data

The measures of central tendency, such as the mean, median, and mode, do not reveal the whole
picture of the distribution of a data set. Two data sets with the same mean may have completely
different spreads. The variation among the values of observations for one data set may be much
larger or smaller than for the other data set. (Note that the words dispersion, spread, and vari-
ation have the same meaning.) Consider the following two data sets on the ages (in years) of
all workers working for each of two small companies.

Companyl: 47 38 35 40 36 45 39
Company 2: 70 33 18 52 27

The mean age of workersin both these companies is the same, 40 years. If we do not know
the ages of individual workers at these two companies and are told only that the mean age of
the workers at both companies is the same, we may deduce that the workers at these two com-
panies have a similar age distribution. As we can observe, however, the variation in the workers
ages for each of these two companies is very different. As illustrated in the diagram, the ages
of the workers at the second company have a much larger variation than the ages of the workers
at the first company.
comeay t Tt

35 38 40 45 47

I I I I I
18 27 33 52 70

Company 2

Thus, the mean, median, or mode by itself is usually not a sufficient measure to reveal the
shape of the distribution of a data set. We aso need a measure that can provide some informa-
tion about the variation among data values. The measures that help us learn about the spread of
a data set are called the measures of dispersion. The measures of central tendency and disper-
sion taken together give a better picture of a data set than the measures of central tendency alone.
This section discusses three measures of dispersion: range, variance, and standard deviation.

3.2.1 Range

The range is the simplest measure of dispersion to calculate. It is obtained by taking the dif-
ference between the largest and the smallest values in a data set.

Finding the Range for Ungrouped Data
Range = Largest value — Smallest value

B EXAMPLE 3-11

Table 3.4 gives the total areas in square miles of the four western South-Central states of the
United States.

Table 3.4

Total Area
State (square miles)
Arkansas 53,182
Louisiana 49,651
Oklahoma 69,903
Texas 267,277

Find the range for this data set.
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Solution The maximum total area for a state in this data set is 267,277 square miles, and
the smallest area is 49,651 sgquare miles. Therefore,

Range = Largest value — Smallest value
= 267,277 — 49,651 = 217,626 square miles

Thus, the total areas of these four states are spread over arange of 217,626 square miles. |

The range, like the mean, has the disadvantage of being influenced by outliers. In Example
3-11, if the state of Texas with a total area of 267,277 square miles is dropped, the range de-
creases from 217,626 square miles to 20,252 square miles. Consequently, the range is not a
good measure of dispersion to use for a data set that contains outliers.

Another disadvantage of using the range as a measure of dispersion is that its calculation is
based on two values only: the largest and the smallest. All other values in a data set are ignored
when calculating the range. Thus, the range is not a very satisfactory measure of dispersion.

3.2.2 Variance and Standard Deviation

The standard deviation is the most-used measure of dispersion. The value of the standard de-
viation tells how closely the values of a data set are clustered around the mean. In general, a
lower value of the standard deviation for a data set indicates that the values of that data set are
spread over arelatively smaller range around the mean. In contrast, a larger value of the stan-
dard deviation for a data set indicates that the values of that data set are spread over arelatively
larger range around the mean.

The standard deviation is obtained by taking the positive square root of the variance. The vari-
ance calculated for population data is denoted by o (read as sigma squared), and the variance
calculated for sample datais denoted by s2. Consequently, the standard deviation cal culated for pop-
ulation data is denoted by o, and the standard deviation caculated for sample data is denoted by
s. Following are what we will call the basic formulas that are used to calculate the variance:®

(X — ) 3(x = %)
2 —
o N and ¢ —1
where o2 is the population variance and  is the sample variance.

The quantity x — u or X — X in the above formulas is called the deviation of the x value
from the mean. The sum of the deviations of the x values from the mean is always zero; that
is, X(x — ) =0and 3(x — X) = 0.

For example, suppose the midterm scores of a sample of four students are 82, 95, 67, and
92, respectively. Then, the mean score for these four students is

82+ 95+ 67 + 92
=84
4
The deviations of the four scores from the mean are calculated in Table 3.5. As we can observe from

the table, the sum of the deviations of the x values from the mean is zero; that is, 2(x — X) = 0.
For this reason we sguare the deviations to calculate the variance and standard deviation.

X =

Table 3.5

X X =X

82 82 —-84= -2
95 95 -84 = +11
67 67 — 84 = —-17
92 922 -84 = +8

S(x—x)=0

Note that 3 is uppercase sigma and o is lowercase sigma of the Greek alphabet.

SFrom the formula for ¢, it can be stated that the population variance is the mean of the squared deviations of x values
from the mean. However, this is not true for the variance calculated for a sample data set.
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Calculating the sample variance
and standard deviation
for ungrouped data.

From the computational point of view, it is easier and more efficient to use short-cut for-
mulas to calculate the variance and standard deviation. By using the short-cut formulas, we
reduce the computation time and round-off errors. Use of the basic formulas for ungrouped data
is illustrated in Section A3.1.1 of Appendix 3.1 of this chapter. The short-cut formulas for
calculating the variance and standard deviation are given next.

Short-Cut Formulas for the Variance and Standard Deviation for Ungrouped Data

(3x)? (3x)?
2 _ 2 _
X N 3 X .

2_ 0 -
o N and & —
where o is the population variance and §° is the sample variance.
The standard deviation is obtained by taking the positive square root of the variance.
Population standard deviation: o = Vo?

Sample standard deviation: s= V&

Note that the denominator in the formula for the population variance is N, but that in the for-
mula for the sample variance it isn — 1.#

B EXAMPLE 3-12

The following table gives the 2008 market values (rounded to billions of dollars) of five
international companies.

Market Value
Company (billions of dollars)
PepsiCo 75
Google 107
PetroChina 271
Johnson & Johnson 138
Intel 71

Find the variance and standard deviation for these data.

Solution Let x denote the 2008 market value (in hillions of dollars) of a company. The values
of 3x and 3x? are calculated in Table 3.6.

Table 3.6
X NG
75 5625
107 11,449
271 73,441
138 19,044
71 5041
3X = 662 Sx2 = 114,600

Calculation of the variance involves the following four steps.

“The reason that the denominator in the sample formulais n — 1 and not n follows: The sample variance underesti-
mates the population variance when the denominator in the sample formula for variance is n. However, the sample
variance does not underestimate the population variance if the denominator in the sample formula for variance is

n — 1. In Chapter 8 we will learn that n — 1 is called the degrees of freedom.
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Step 1. Calculate S x.

The sum of the values in the first column of Table 3.6 gives the value of Xx, which
is 662.

Step 2. Find 3x2.

The value of 3x? is obtained by squaring each value of x and then adding the squared val-
ues. The results of this step are shown in the second column of Table 3.6. Notice that
3x* = 114,600.

Step 3. Determine the variance.

Substitute all the values in the variance formula and simplify. Because the given data
are on the market values of only five companies, we use the formula for the sample
variance.

X (X" 114,600 (662
7 n ! 5 114,600 — 87,648.80
n-1 5-1 a 4
Step 4. Obtain the standard deviation.
The standard deviation is obtained by taking the (positive) square root of the variance.

= 6737.80

s= V6737.80 = 82.0841 = $82.08 billion

Thus, the standard deviation of the market values of these five companies is $82.08
billion. |

1. Thevalues of the variance and the standard deviation are never negative. That is,
the numerator in the formula for the variance should never produce a negative value.
Usually the values of the variance and standard deviation are positive, but if a data set
has no variation, then the variance and standard deviation are both zero. For example,
if four persons in a group are the same age—say, 35 years—then the four values in the
data set are

35 35 35 35

If we calculate the variance and standard deviation for these data, their values are zero. This
is because there is no variation in the values of this data set.

2. The measurement units of variance are always the square of the measurement units
of the original data. This is so because the original values are squared to calculate the
variance. In Example 3-12, the measurement units of the original data are billions of dol-
lars. However, the measurement units of the variance are squared billions of dollars,
which, of course, does not make any sense. Thus, the variance of the 2008 market val-
ues of these five companies in Example 3-12 is 6737.80 squared billion dollars. But the
measurement units of the standard deviation are the same as the measurement units of
the original data because the standard deviation is obtained by taking the sgquare root of
the variance.

B EXAMPLE 3-13

Following are the 2009 earnings (in thousands of dollars) before taxes for al six employees
of a small company.

88.50 108.40 65.50 52.50 79.80 54.60

Calculate the variance and standard deviation for these data.

Solution Let x denote the 2009 earnings before taxes of an employee of this company. The
values of 3x and 3x? are caculated in Table 3.7.

<« Two Observations

Calculating the population
variance and standard deviation
for ungrouped data.
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Table 3.7
X X2
88.50 7832.25
108.40 11,750.56
65.50 4290.25
52.50 2756.25
79.80 6368.04
54.60 2981.16
Sx = 449.30 S x% = 35,978.51

Because the data in this example are on earnings of all employees of this company, we use
the population formula to compute the variance. Thus, the variance is
x)2 449.30)°
EXZ - (N) 35,978.51 — (6)

2 = - — 388.90
7 N 6

The standard deviation is obtained by taking the (positive) square root of the variance:
o = V388.90 = 19.721 thousand = $19,721

Thus, the standard deviation of the 2009 earnings of all six employees of this company is
$19,721. |

Warning > Note that 3x? is not the same as (2x)2 The value of 3x? is obtained by squaring the x values

and then adding them. The value of (2x)? is obtained by squaring the value of 3x.

The uses of the standard deviation are discussed in Section 3.4. Later chapters explain how
the mean and the standard deviation taken together can help in making inferences about the
popul ation.

3.2.3 Population Parameters and Sample Statistics

A numerical measure such as the mean, median, mode, range, variance, or standard deviation
calculated for a population data set is called a population parameter, or simply a parameter.
A summary measure calculated for a sample data set is called a sample statistic, or simply a
statistic. Thus, u and o are population parameters, and X and s are sample statistics. As an il-
lustration, X = $228 hillion in Example 3-1 is a sample statistic, and u = 45.25 years in Ex-
ample 3-2 is a population parameter. Similarly, s = $82.08 hillion in Example 3-12 is a sam-
ple statistic, whereas o = $19,721 in Example 3-13 is a population parameter.

EXERCISES

M | CONCEPTS AND PROCEDURES

3.37 The range, as a measure of spread, has the disadvantage of being influenced by outliers. Illustrate
this with an example.

3.38 Can the standard deviation have a negative value? Explain.

3.39 When is the value of the standard deviation for a data set zero? Give one example. Calculate the
standard deviation for the example and show that its value is zero.

3.40 Briefly explain the difference between a population parameter and a sample statistic. Give one ex-
ample of each.

3.41 The following data set belongs to a population:
5 -7 2 0 -9 1 61 07

Calculate the range, variance, and standard deviation.
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3.42 The following data set belongs to a sample:
14 18 -1 08 8 —16
Calculate the range, variance, and standard deviation.

B APPLICATIONS

3.43 The following data give the number of shoplifters apprehended during each of the past 8 weeks at a
large department store.

7 1 08 3 1 51 26 1 1

a. Find the mean for these data. Calculate the deviations of the data values from the mean. Is the
sum of these deviations zero?
b. Calculate the range, variance, and standard deviation.

3.44 Thefollowing data give the prices of seven textbooks randomly selected from a university bookstore.
$89 $170 $104 $113 $56 $161 $147

a. Find the mean for these data. Calculate the deviations of the data values from the mean. Is the
sum of these deviations zero?
b. Calculate the range, variance, and standard deviation.

3.45 The following data give the numbers of car thefts that occurred in a city in the past 12 days.
6 3 7 1 14 3 8 7 2 6 9 1 5
Calculate the range, variance, and standard deviation.

3.46 Refer to the datain Exercise 3.23, which contained the numbers of tornadoes that touched down in
12 states that had the most tornadoes during the period 1950 to 1994. The data are reproduced here.

1113 2009 1374 1137 2110 1086 1166 1039 1673 2300 1139 5490
Find the variance, standard deviation, and range for these data.

3.47 The following data give the numbers of pieces of junk mail received by 10 families during the past
month.

41 33 28 21 29 19 14 31 39 36
Find the range, variance, and standard deviation.

3.48 The following data give the number of highway collisions with large wild animals, such as deer or
moose, in one of the northeastern states during each week of a 9-week period.

7 1 03 8 2 5 7 4 9
Find the range, variance, and standard deviation.

3.49 Attacks by stinging insects, such as bees or wasps, may become medical emergencies if either the
victim is alergic to venom or multiple stings are involved. The following data give the number of patients
treated each week for such stings in a large regional hospital during 13 weeks last summer.

1 5 2 3 0 4 1 7 0 1 2 0 1
Compute the range, variance, and standard deviation for these data.

3.50 The following data give the number of hot dogs consumed by 10 participants in a hot-dog-eating
contest.

21 17 32 8 20 15 17 23 9 18
Calculate the range, variance, and standard deviation for these data.

3.51 Following are the temperatures (in degrees Fahrenheit) observed during eight wintry daysin a mid-
western city:

23 14 6 -7 -2 11 16 19
Compute the range, variance, and standard deviation.

3.52 The following data give the numbers of hours spent partying by 10 randomly selected college stu-
dents during the past week.

7 1 45 0 9 7 1 04 0 8

Compute the range, variance, and standard deviation.
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3.53 The following data represent the total points scored in each of the NFL championship games played
from 2000 through 2009 in that order.

39 41 37 69 61 45 31 46 31 50
Compute the variance, standard deviation, and range for these data.

3.54 The following data represent the 2006 guaranteed annual salaries (in thousands of dollars) of the head
coaches of the final eight teams in the 2006 NCAA Men’s Basketball Championship. The data are given in
the following order: Connecticut, Florida, George Mason, LSU, Memphis, Texas, UCLA, and Villanova.

1500 1389 489 900 1315 1800 1150 584
Compuite the variance, standard deviation, and range for these data.
3.55 The following data give the hourly wage rates of eight employees of a company.
$22 22 22 22 22 22 22 22
Calculate the standard deviation. Is its value zero? If yes, why?
3.56 The following data are the ages (in years) of six students.
19 19 19 19 19 19
Calculate the standard deviation. Is its value zero? If yes, why?

*3.57 One disadvantage of the standard deviation as a measure of dispersion is that it is a measure of ab-
solute variability and not of relative variability. Sometimes we may need to compare the variability of two
different data sets that have different units of measurement. The coefficient of variation is one such meas-
ure. The coefficient of variation, denoted by CV, expresses standard deviation as a percentage of the mean
and is computed as follows:

For population data: CV = Z % 100%
73

For sample data: CV = = X 100%

Xl wn

The yearly salaries of al employees who work for a company have a mean of $62,350 and a standard de-
viation of $6820. The years of experience for the same employees have a mean of 15 years and a stan-
dard deviation of 2 years. Is the relative variation in the salaries larger or smaller than that in years of ex-
perience for these employees?

*3.58 The SAT scores of 100 students have a mean of 975 and a standard deviation of 105. The GPAs of
the same 100 students have a mean of 3.16 and a standard deviation of .22. Isthe relative variation in SAT
scores larger or smaller than that in GPAS?

*3.59 Consider the following two data sets.

Data Set I: 12 25 37 8 41
Data Set I1: 19 32 44 15 48

Note that each value of the second data set is obtained by adding 7 to the corresponding value of the first
data set. Calculate the standard deviation for each of these two data sets using the formula for sample data.
Comment on the relationship between the two standard deviations.

*3.60 Consider the following two data sets.

Data Set I: 4 8 15 9 11
Data Set I1: 8 16 30 18 22

Note that each value of the second data set is obtained by multiplying the corresponding value of the first
data set by 2. Calculate the standard deviation for each of these two data sets using the formula for pop-
ulation data. Comment on the relationship between the two standard deviations.

3.3 Mean, Variance, and Standard Deviation
for Grouped Data

In Sections 3.1.1 and 3.2.2, we learned how to calculate the mean, variance, and standard de-
viation for ungrouped data. In this section, we will learn how to calculate the mean, variance,
and standard deviation for grouped data.
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3.3.1 Mean for Grouped Data

We learned in Section 3.1.1 that the mean is obtained by dividing the sum of all values by the
number of values in a data set. However, if the data are given in the form of a frequency table,
we no longer know the values of individual observations. Consequently, in such cases, we can-
not obtain the sum of individual values. We find an approximation for the sum of these values
using the procedure explained in the next paragraph and example. The formulas used to calcu-
late the mean for grouped data follow.

Calculating Mean for Grouped Data

Mean for population data: w = ——

_3mf
Mean for sample data: X = o

where mis the midpoint and f is the frequency of a class.

To calculate the mean for grouped data, first find the midpoint of each class and then mul-
tiply the midpoints by the frequencies of the corresponding classes. The sum of these products,
denoted by = mf, gives an approximation for the sum of all values. To find the value of the mean,
divide this sum by the total number of observations in the data.

B EXAMPLE 3-14

99

Table 3.8 gives the frequency distribution of the daily commuting times (in minutes) from

home to work for all 25 employees of a company. Caleulating the population

mean for grouped data.

Table 3.8
Daily Commuting Time Number of
