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Chapter 1

Definition and general view of statistics



 Introduction

You may be familiar with probability and statistics through radio, television, 
newspapers, magazines and the internet.

• In Massachusetts, 36% of adults aged 25 and older have at least a bachelor’s 
degree

• Toddlers need an average of 13 hours of sleep per day.
• The average in-state college tuition and fees for 4-year public college is $5836

statistics is used to analyze the results of surveys and as a tool in scientific 
research to make decisions based on controlled experiments

Statistics is the science of conducting studies to collect, organize, summarize, 
analyze, and draw conclusions from data.



Why study statistics

1. Data are everywhere
2. Statistical techniques are used to make many decisions that affect our lives
3. No matter what your career,  you will make professional decisions that involve 

data. An understanding of statistical methods will help you make these 
decisions efectively

Statistics is a way to get information from data



 Basic terms

Population: A collection, or set, of individuals or objects or events whose 
properties are to be analyzed. Two kinds of populations: finite or infinite.
Sample: A subset of the population.
Variable: A characteristic about each individual element of a population or 

sample.
Data (singular): The value of the variable associated with one element of a 

population or sample.  This value may be a number, a word, or a symbol.
Data (plural): The set of values collected for the variable from each of the 

elements belonging to the sample.
Experiment: A planned activity whose results yield a set of data.
Parameter: A numerical value summarizing all the data of an entire population.
Statistic: A numerical value summarizing the sample data.



 Basic terms

Example: A college dean is interested in learning about the average age of faculty.  
Identify the basic terms in this situation.

The population is the age of all faculty members at the college.
A sample is any subset of that population.  For example, we might select 10 
faculty members and determine their age.
The variable is the “age” of each faculty member.
One data would be the age of a specific faculty member.
The data would be the set of values in the sample.
The experiment would be the method used to select the ages forming the sample 
and determining the actual age of each faculty member in the sample.
The parameter of interest is the “average” age of all faculty at the college.
The statistic is the “average” age for all faculty in the sample.



 Basic terms

Exercise: A study conducted at Manatee Community College revealed that students 
who attended class 95 to 100% of the time usually received an A in the class. Students 
who attended class 80 to 90% of the time usually received a B or C in the class. 
Students who attended class less than 80% of the time usually received a D or an F or 
eventually withdrew from the class.
Based on this information, attendance and grades are related. The more you attend 
class, the more likely you will receive a higher grade.
1. What are the variables under study?
2. What are the data in the study?
3. Are descriptive, inferential, or both types of statistics used?
4. What is the population under study?
5. Was a sample collected? If so, from where?
6. From the information given, comment on the relationship between the variables.



 Kinds of variables

Qualitative, or Attribute, or Categorical, Variable: A variable that categorizes or 
describes an element of a population.

Note: Arithmetic operations, such as addition and averaging, are not meaningful 
for data resulting from a qualitative variable.

Quantitative, or Numerical, Variable: A variable that quantifies an element of a 
population.

Note: Arithmetic operations such as addition and averaging, are meaningful for 
data resulting from a quantitative variable.



 Kinds of variables

Example: Identify each of the following examples as qualitative or quantitative  

variables.

1. The residence hall for each student in a statistics class. (qualitative)
2. The amount of gasoline pumped by the next 10 customers at the local petrol 

station.  (quantitative)
3. The color of the baseball cap worn by each of 20 students.  (qualitative)
5. The length of time to complete a mathematics homework assignment.  

(quantitative)
6. The state of a car when making the routine technical inspection. (qualitative)



 Kinds of variables



Exercise:
Transportation Safety
The chart shows the number of job-related injuries for each of the transportation industries for 
1998.

• 1. What are the variables under study?
• 2. Categorize each variable as quantitative or qualitative.
• 3. Categorize each quantitative variable as discrete or continuous.
• 4. Identify the level of measurement for each variable.
• 5. The railroad is shown as the safest transportation industry. Does that mean railroads have
• fewer accidents than the other industries? Explain.
• 6. What factors other than safety influence a person’s choice of transportation?



 Areas of statistics



Data Collection and Sampling Techniques

First problem a statistician faces: how to obtain the data.

It is important to obtain good, or representative, data.

Inferences are made based on statistics obtained from the data.

Inferences can only be as good as the data.



Data Collection and Sampling Techniques

First problem a statistician faces: how to obtain the data.

It is important to obtain good, or representative, data.

Inferences are made based on statistics obtained from the data.

Inferences can only be as good as the data.

The data may be collected for the whole population or for a sample only 
(mostly used: less time & less costly)



Data Collection and Sampling Techniques

A sampling method is called biased if it systematically favors some outcomes 
over others.

You NEVER want to used a biased sampling method!

The sampling method is very important because it can affect the validity of the 
data

Example:Telephone sampling is common in marketing surveys. It is a biased 
sampling method because It will miss people who do not have a phone.



Data Collection and Sampling Techniques

Process of data collection:

1.Define the objectives of the survey or experiment.
Example: Estimate the average life of an electronic component.

2.Define the variable and population of interest.
Example: Length of time for anesthesia to wear off after surgery.

3.Defining the data-collection and data-measuring schemes.  This includes 
sampling procedures, sample size, and the data-measuring device (questionnaire, 
scale, ruler, etc.).

4.Determine the appropriate descriptive or inferential data-analysis techniques.



Data Collection and Sampling Techniques

There are many methods used to collect or obtain data for statistical analysis. 
Three of the most popular methods are:

• Direct Observation
• Experiments, and
• Surveys.

The most common methods is through the use of surveys.



Data Collection and Sampling Techniques

There are many methods used to collect or obtain data for statistical analysis. 
Three of the most popular methods are:

• Direct Observation
• Experiments, and
• Surveys.

The most common methods is through the use of surveys.

• Three of the most common methods are the telephone survey, the mailed 
questionnaire, and the personal interview.



 Data Collection and Sampling Techniques

Telephone surveys have an advantage over personal interview surveys in that they 
are less costly. 

people may be more candid in their opinions since there is no face-to-face contact. 

A major drawback to the telephone survey is that some people in the population will 
not have phones or will not answer when the calls are made

Mailed questionnaire surveys can be used to cover a wider geographic area and 
are less expensive to conduct. 

Respondents can remain anonymous if they desire. 

Disadvantages include a low number of responses and some people may have 
difficulty reading or understanding the questions.



Data Collection and Sampling Techniques

Personal interview surveys have the advantage of obtaining in-depth responses 
to questions from the person being interviewed. 

One disadvantage is that interviewers must be trained in asking questions which 
makes it more costly 
The interviewer may be biased in his or her selection of respondents.

Researchers use samples to collect data and information about a particular 
variable from a large population. 

Using samples saves time and money

four basic methods of sampling: random, systematic, stratified, convenience, 
and cluster sampling



Data Collection and Sampling Techniques

Simple Random Sampling: Every member of the population is equally likely to 
be selected) 

Systematic Sampling: Simple Random Sampling in an ordered systematic way, 
e.g. every 100thname in the yellow pages 

Stratified Sampling: Population divided into different groups from which we 
sample randomly 

Cluster Sampling: Population is divided into (geographical) clusters - some 
clusters are chosen at random - within cluster units are chosen with Simple 
Random Sampling 

Convenience Sample: Sample selected by taking the members of the 
population who are EASIEST to reach



Data Collection and Sampling Techniques

Example: You are doing a study to determine the opinion of students at your 
school regarding quality of education. Identify the sampling technique you are 
using if you select the samples listed.

You select a class at random and question each student in the class.
Cluster sample
You divide the student population with respect to majors and randomly select 

and question some students in each major.
Stratefied sample
You assign each student a number and generate random numbers. You then 

question each student whose number is randomly selected.
Simple random sample
You assign each student a number and, after choosing a starting number, 

question every 25th student.
Systematic sample



 Data Collection and Sampling Techniques

Exercise: Identify the sampling technique used 

32 sophomores, 35 juniors, and 49 seniors are randomly selected from 230 
sophomores, 280 juniors, 577 seniors at a certain high school. Stratified sample

To ensure customer satisfaction, every 35th phone call received by customer service 
will be monitored. Systematic sample

3. A journalist goes to a campground to ask people how they felt about air pollution. 
Convenience sample

4. Calling randomly generated telephone numbers, a study asked 855 US adults which 
medical conditions could be prevented by their diet. Random sample

5. A pregnancy study in Chicago, randomly selected 25 communities from the 
metropolitan area, then interviewed all pregnant women in these communities.

Cluster sample



Data Collection and Sampling Techniques

Questionnaire design

Keep the questionnaire as short as possible.
Ask short, simple, and clearly worded questions.
Start with demographic questions to help respondents get started 

comfortably.
Use dichotomous (yes|no) and multiple choice  questions.
Use open-ended questions cautiously. 
Avoid using leading-questions.
Pretest a questionnaire on a small number of people.
Think about the way you intend to use the collected data when preparing 

the questionnaire. Cluster sample



Data Collection and Sampling Techniques

There are several different ways to classify statistical studies. 

types of studies: observational studies and experimental studies. Sa

• In an observational study, the researcher merely observes what is happening or 
what has happened in the past and tries to draw conclusions based on these 
observations.

• In an experimental study, the researcher manipulates one of the variables and 
tries to determine how the manipulation influences other variables.



End of Chapter 1



Chapter 2

Organization and presentation of statistical 
data 



Date organization and presentation

The following table presents the ways in which a person’s identity can be stolen

Looking at the numbers presented in a table does not have the same impact as 
presenting numbers in a well-drawn chart or graph

The data should be organized in some meaningful way. 
The most convenient method of organizing data is to construct a frequency distribution
The most useful method of presenting the data is by constructing statistical charts and 
graphs



Date organization

Suppose a researcher wished to do a study on the ages of the top 50 wealthiest 
people in the world.

A frequency distribution is the organization of raw data in table form, using classes 
and frequencies.

Two types of frequency distributions that are most often used are the categorical 
frequency distribution and the grouped frequency distribution



Date organization

The categorical frequency distribution is used for data that can be placed in 
specific categories, such as nominal- or ordinal-level data

Example: Twenty-five students were given a blood test to determine their 
blood type.

Construct a frequency distribution for the data.



Date organization
Since the data are categorical, discrete classes can be used. There are four blood 
types: A, B, O, and AB. These types will be used as the classes for the distribution.

Step 1 Make a table as shown.

• Step 2 Tally the data and place the results in column B.
• Step 3 Count the tallies and place the results in column C.
• Step 4 Find the percentage of values in each class by using the formula



Date organization and presentation

Step 5 Find the totals for columns C (frequency) and D (percent). The completed 
table is shown.

For the sample, more people have type O blood than any other type.



Date organization and presentation

Grouped Frequency Distributions is used When the range of the data is large, 
the data must be grouped into classes that are more than one unit in width

Example: The following data represent the record high temperatures in degrees 
Fahrenheit (F) for each of the 50 U.S. states. Construct a grouped frequency 
distribution for the data using 7 classes.



Date organization and presentation

Step 1 Determine the classes.
Find the highest value and lowest value: H =134 and L =100.
Find the range: R = highest value - lowest value = H - L, so R = 134 - 100 = 34
Select the number of classes desired (usually between 5 and 20). In this case, 7
Find the class width by dividing the range by the number of classes.

Select a starting point for the lowest class limit. In this case, 100 is used.
Add the width to the lowest score, Keep adding until there are 7 classes

Find the class boundaries by subtracting 0.5 from each lower-class limit and 
adding 0.5 to each upper class limit



Date organization and presentation

Step 2 Tally the data.
Step 3 Find the numerical frequencies from the tallies.

The completed frequency distribution is



Date organization and presentation



Date organization and presentation
Solution:
1. The data were obtained from the population of all Presidents at the time this text 
was written.
2. The oldest inauguration age was 69 years old.
3. The youngest inauguration age was 42 years old.
4. Answers will vary. One possible answer is
5. Answers will vary. For the frequency distribution given
in Exercise 4, there is a peak for the 54–57 bin.
6. Answers will vary. This frequency distribution shows
no outliers. However, if we had split our frequency into
14 bins instead of 7, then the ages 42, 43, 68, and 69
might appear as outliers.
7. Answers will vary. The data appear to be unimodal and
fairly symmetric, centering on 55 years of age.



Date organization and presentation

Exercise: Listed are the weights of the NBA’s top 50 players. Construct a 
grouped frequency distribution and a cumulative frequency distribution with 8 
classes. Analyze the results in terms of peaks, extreme values, etc.



Date organization and presentation
Solution:

A peak occurs in class 207–227 (206.5–227.5). There are no gaps in the 
distribution, and there is one value in each of the three highest classes.



Date presentation

After you have organized the data into a frequency distribution, you can 
present them in graphical form

It is easier for most people to comprehend the meaning of data presented
graphically than data presented numerically in tables or frequency distributions

The three most commonly used graphs in research are
1. The histogram.
2. The frequency polygon.
3. The cumulative frequency graph, or ogive (pronounced o-jive).



Date presentation

The histogram is a graph that displays the data by using contiguous vertical 
bars(unless the frequency of a class is 0) of various heights to represent the 
frequencies of the classes.

Example: Construct a histogram to represent the data shown for the record high 
temperatures for each of the 50 states



Date organization and presentation

• Represent the frequency on the y axis and the class boundaries on the x axis.
• Using the frequencies as the heights, draw vertical bars for each class



Date organization and presentation

The frequency polygon is a graph that displays the data by using lines that 
connect points plotted for the frequencies at the midpoints of the classes. The 
frequencies are represented by the heights of the points.

Step 1 Find the midpoints of each class. Recall that midpoints are found by 
adding the upper and lower boundaries and dividing by 2:



Date organization and presentation

Step 2 Using the midpoints for the x values and the frequencies as the y values, 
plot the points.



Date presentation

The ogive is a graph that represents the cumulative frequencies for the classes 
in a frequency distribution.

A cumulative frequency distribution is a distribution that shows the number of 
data values less than or equal to a specific value (usually an upper boundary).

The values are found by adding the 
frequencies of the classes less than or 
equal to the upper-class boundary of a 
specific class.



Date presentation



Date organization and presentation

Relative Frequency Graphs are used when the proportion of data values that 
fall into a given class is more important than the actual number of data values 
that fall into that class.

To convert a frequency into a proportion or relative frequency:
• divide the frequency for each class by the total of the frequencies. 
• The sum of the relative frequencies will always be 1.

Example: Construct a histogram, frequency polygon, 
and ogive using relative frequencies for the distribution
(shown here) of the miles that 20 randomly selected 
runners ran during a given week.



Date organization and presentation



Date organization and presentation



Date presentation

Example: number of counties for each of the 50 U.S. states is given below. Use
the data to construct a grouped frequency distribution with 6 classes, a
histogram, a frequency polygon, and an ogive. Analyze the distribution.



Date presentation



Date presentation

Exercise: Using the histogram shown here, do the following.
a. Construct a frequency distribution; include class limits, class frequencies, 
midpoints, and cumulative frequencies.
b. Construct a frequency polygon.
c. Construct an ogive.



Date presentation



Date presentation

A bar graph represents the data by using vertical or horizontal bars whose 
heights or lengths represent the frequencies of the data.

The table shows the average money spent by first-year college students. Draw a
horizontal and vertical bar graph for the data.



Date presentation

A Pareto chart is used to represent a frequency distribution for a categorical 
variable, and the frequencies are displayed by the heights of vertical bars, 
which are arranged in order from highest to lowest.



Date presentation

A time series graph represents data that occur over a specific period of time.



Date presentation

A pie graph is a circle that is divided into sections or wedges according to the 
percentage of frequencies in each category of the distribution.

Example: This frequency distribution shows the number of pounds of each snack 
food eaten during the Super Bowl. Construct a pie graph for the data.



Date presentation

Step 1 Since there are 360 in a circle, the frequency for each class must be
converted into a proportional part of the circle. This conversion is done by using 
the formula:

where f = frequency for each class and n = sum of the 
frequencies. Hence, the following conversions are obtained. The degrees should 
sum to 3600



Date presentation

Step 2 Each frequency must also be converted to a percentage by using the 
formula: 

Hence, the following percentages are obtained. The percentages should sum to 
100%.



Date presentation

Exercise: Construct a pie graph showing the blood types of a group of students



Date presentation

Summary



Date presentation

A stem and leaf plot is a data plot that uses part of the data value as the stem 
and part of the data value as the leaf to form groups or classes.

Example: the number of cardiograms performed each day for 20 days is shown. 
Construct a stem and leaf plot for the data.



Date presentation

Step 1 Arrange the data in order:

Step 2 Separate the data according to the first digit, as shown.

Step 3 A display can be made by using 
the leading digit as the stem and the trailing
digit as the leaf.



Date presentation

Exercise: An insurance company researcher conducted a survey on the number 
of car thefts in a large city for a period of 30 days last summer. The raw data are
shown. Construct a stem and leaf plot by using classes 50–54, 55–59, 60–64, 65–
69, 70–74, and 75–79.



End of Chapter 2



Chapter 3

Data description (measure of central tendency 
and variation)



Date Description

• Chapter 2 showed how you can gain useful information from raw data by organizing 
them into a frequency distribution and then presenting the data by using various 
graphs.

• This chapter shows the statistical methods that can be used to summarize data

• statisticians use samples taken from populations; however, when populations are 
small, it is not necessary to use samples since the entire population can be used to 
gain information

• A statistic is a characteristic or measure obtained by using the data values from a 
sample.

• A parameter is a characteristic or measure obtained by using all the data values from 
a specific population.



Date Description

The Mean



Date Description

Example: The data represent the number of days off per year for a sample of 
individuals
selected from nine different countries. Find the mean.

20, 26, 40, 36, 23, 42, 35, 24, 30



Date Description

Example: The table below shows the miles that 20 randomly selected runners ran 
during a given week.

Calculate the mean using the frequency distribution



Date Description



Date Description



Date Description

The Median
The median is the midpoint of the data array. The symbol for the median is MD.
Example: The number of rooms in the seven hotels in downtown Pittsburgh is 
713, 300, 618, 595, 311, 401, and 292. Find the median.



Date Description

Example: The number of tornadoes that have occurred in the United States over 
an 8-year period follows. Find the median.
684, 764, 656, 702, 856, 1133, 1132, 1303



Date Description

The Mode
The value that occurs most often in a data set is called the mode.
Example: Find the mode of the signing bonuses of eight NFL players for a specific 
year. The bonuses in millions of dollars are
18.0, 14.0, 34.5, 10, 11.3, 10, 12.4, 10

Solution
It is helpful to arrange the data in order although it is not necessary.
10, 10, 10, 11.3, 12.4, 14.0, 18.0, 34.5
Since $10 million occurred 3 times—a frequency larger than any other number—
the mode is $10 million.



Date Description

If each value occurs only once, there is no mode

Example: The data show the number of licensed nuclear reactors in the United 
States for a recent 15-year period. Find the mode.

Solution
Since the values 104 and 109 both occur 5 times, the modes are 104 and 109. 
The data set is said to be bimodal.



Date Description

The Midrange
The midrange is defined as the sum of the lowest and highest values in the data 
set, divided by 2. The symbol MR is used for the midrange.

Example: In the last two winter seasons, the city of Brownsville, Minnesota, 
reported these
numbers of water-line breaks per month. Find the midrange.
2, 3, 6, 8, 4, 1



Date Description

The Weighted Mean

A student received the following grades, find the student’s grade point average



Date Description

Variance and Standard Deviation



Date Description

Variance measures how far
individuals in a group are spread
out.

Conversely, Standard Deviation
measures how much observations
of a data set differs from its mean.

If the variance or standard
deviation is large, the data are
more dispersed.



Date Description

Variance and Standard Deviation for Grouped Data

Example: Find the variance and the standard deviation for the frequency 
distribution of the data in the data represent the number of miles that 20 
runners ran during one week.



Date Description



Date Description

Coefficient of Variation 
is a useful statistic for comparing the degree of variation from one data series to 

another, even if the means are drastically different from one another.



Date Description

Example: The mean of the number of sales of cars over a 3-month period is 87, 
and the standard deviation is 5. 
The mean of the commissions is $5225, and the standard deviation is $773. 
Compare the variations of the two.



Date Description

Measures of Position
Used to locate the relative position of a data value in the data set



Date Description

Example: A student scored 65 on a calculus test that had a mean of 50 and a 
standard deviation of 10; she scored 30 on a history test with a mean of 25 and a 
standard deviation of 5.
Compare her relative positions on the two tests.
First, find the z scores. 
For calculus the z score is

For history the z score is

Since the z score for calculus is larger, her relative position in the calculus class is
higher than her relative position in the history class.



Date Description

Revision
Twelve batteries were tested to see how many hours they would last. The 
frequency distribution is shown below.
a. 7.3 
b. 7–9 
c. 10.0 
d. 3.2

Find each of these.
a. Mean c. Variance z-score of
b. Modal class d. Standard deviation z-score of



End of Chapter 3


