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To Ailsa and Ewan

In real life a mathematical proposition is never what we want. We make use of

mathematical propositions only in making inferences from propositions that do not

belong tomathematics to other propositions that likewise do not belong tomathematics.

Wittgenstein Tractatus Logico-philosophicus
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About this book

The best way to learn about a subject, I now realise, is to write a book about it.

Another good way is to teach it. In 1999, University College London (UCL)

started a postgraduate programme in Health Informatics. As the programme

director it was largely my responsibility to define the curriculum, a somewhat

daunting task in a new and ill-defined subject. I decided, early on, that

students should take an introductory module that would give them a ground-

ing in the necessary theory and would also provide a survey of the different

problems and applications that make up the field of Health Informatics. The

module was called ‘Principles of Health Informatics’. But what are the prin-

ciples of Health Informatics?

The course, and the introductory module, has now run five times. Our

students are all part-time and mostly work in information or clinical roles in

the National Health Service (NHS) or other health care organisations (we

recruit a small number of international students). They have brought with

them a wealth of experience and practical intelligence. Each year I have

presented the introductory module in a different way and each year the

students have responded to some aspects and not to others. As a result,

over the years, my feeling for what the essence of Health Informatics is has

changed. Eventually it developed to the point where I felt my understanding

of what mattered could be set out in a short book that could serve as a text for

our course and for other similar courses.

Writing the book has been complicated by the fact that the UK government

is in the process of pushing through an unprecedented programme of invest-

ment in information technology, which has raised the profile of the field and

also introduced some new and quite specific challenges. I have tried to deal

with these, while recognising that specific agenda may well have moved on

again by the time this book comes to press. The field is inevitably a rapidly

changing one.

The book has three parts. Part 1 consists of an introductory chapter and

three further chapters, each of which deals with one of the ‘grand challenges’

I identify for Health Informatics. This part provides a broad introduction to

the field of Health Informatics. Part 2 deals with various techniques used in

Health Informatics and the theory behind some of them. A key element of

this is the question of how we can represent clinical concepts in computer

programs such as electronic health care records or decision support systems.

I argue that many applications of Health Informatics can be seen as drawing

on techniques from computer science that, in turn, are based on logic. I

therefore provide a brief introduction to logic and then to subjects that, in

some sense, involve the application of logic: controlled clinical terminology,

vii



knowledge representation, ontologies and clinical standards. By way of a

contrast I also discuss probability, in two chapters, one of which deals with

decision making and the other with statistics, an element in research but also

in machine learning and data mining. Part 3 explores attempts to apply Health

Informatics in practice. This includes a chapter on theories of organisational

change and two further chapters: one dealing with attempts to change clinical

practice by improving the dissemination of information and the other on the

change management issues raised by attempts to introduce new technology

into health care organisations. I also offer some closing thoughts in a final

concluding chapter.

I hope that the book will be of interest to anyone who has cause to think

about how we use information in health care, and I have tried not to make

assumptions of any form of prior knowledge about information, IT, computer

science or health care. I live and work in the UK and the overwhelming

majority of my students have been employees of the NHS. Many of the

examples I discuss are drawn from this experience. I hope, however, that

the subject and the themes are nevertheless relevant to a wider audience.

viii About this book
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Three Grand Challenges for Health
Informatics





CHAP T E R 1

Introduction

Diagnosis

Diagnosis seems a good place to start a book about medicine and health care.

After all, diagnosis is the first decision that a doctor has to make in the

management of a new patient. What exactly do we mean by diagnosis?

What is involved in diagnosing an illness? The patient arrives with a story

about a problem, a complaint. The doctor first listens to the story, then starts

to ask questions. Let us imagine a patient presents at accident and emergency

(A&E) with acute abdominal pain and is seen by a junior doctor. As soon as

the doctor hears that the patient has acute abdominal pain, he or she will start

thinking of the seven or so common (or fairly common) diseases that can

cause acute abdominal pain. The doctor might, later on, consider some more

unlikely diagnoses as well. He or she will try to establish, through asking a set

of questions and performing a simple set of examinations, what the patient’s

symptoms are.

The trick in diagnosis is to work out, given the symptoms, what the disease

is. Or at least what the disease probably is. Or, maybe, what the management

should be, given the relative likelihood of a number of possible diagnoses,

some more sinister than others. It is, inevitably, a matter of probabilities. As it

happens, probability theory gives us a simple equation for dealing with

probabilities of this type. It is called Bayes’ theorem. In its simplest form, it

looks like this:

p(DjS) ¼ p(SjD)� p(D)=p(S)

Bayes’ theorem

The notation may look unfamiliar: p(D) stands for the probability of a disease,

which is sometimes called the prevalence, prior probability or pre-test prob-

ability of a disease; p(S) stands for the probability of a symptom. The vertical

bar means ‘given that’. It expresses the idea that the probability of one thing

happening can be altered by the occurrence of another thing. So p(SjD) is the
probability of symptom S given that the patient has disease D. It is, therefore,

a measure of how good a symptom is as a test for a disease. On the other hand,

p(DjS) is the probability that a patient with symptom S will turn out to be

suffering from disease D. This, if you think about it, is what the doctor is trying

to work out: given these symptoms what is the most likely disease? Bayes’

theorem tells him/her how to do it: the probability that a patient with symptom
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S has disease D is given by the probability of a patient with disease D having symptom S,

multiplied by the prior probability of the disease, divided by the prior probability of the

symptom.

Imagine if we actually tried to diagnose using Bayes’ theorem. Imagine that

a group of people set out to collect data on the thousands of patients who

came to their hospital with acute abdominal pain. Imagine that they worked

out the prevalence of the various diseases associated with abdominal pain, the

prevalence of the relevant symptoms and the probability of each of these

symptoms occurring in patients with each disease. Imagine that they pro-

grammed a computer to perform the calculations, following Bayes’ theorem.

Diagnosis would simply be a matter of entering the patient’s symptoms into

the computer and waiting for the result. Wouldn’t that be marvellous? You

would get an objective, patient-specific, quantitative, evidence-based state-

ment of the most likely diagnosis. Isn’t that the dream that lies behind the

subject of this book? Well, it isn’t a dream. It was done.

AAPHelp

The first trials of the system now known as AAPHelp (AAP¼ acute abdominal

pain) were published in the 1970s. In 1972, de Dombal et al. reported a study

in which the system that they created achieved an accuracy of 91.8%1. This

compared favourably with the accuracy of only 79% achieved by the most

senior physician to look at the patients in the study. The junior doctors did

much worse. Adams et al. reported, in 1986, the results of a multicentre trial

involving 16 737 patients2. The system raised initial diagnostic accuracy from

45.6% to 65.3%. Observed mortality fell by 22%. In a later European trial the

residual diagnostic error rate fell by 40%3. The unnecessary operation rate

was cut by two-fifths. The perforation rate in appendicitis cases was cut by

half. In short, the system proved an astonishing success.

Or did it? If I began to suffer from abdominal pain and staggered out of my

office into the A&E department of the hospital where I work, would I benefit

from this system? No. Why not? Well, because it is not in routine use in this

hospital or, as far as I know, in any hospital. Why not? Well, that is a longer

story than the one I have just told and one with important lessons about

health care, about diagnosis, about computer systems and about all kinds of

things. This book is, in part, an attempt to explain that story.

The impressive results I have quoted above were not the only findings to be

published. While de Dombal et al. were broadcasting good news in the British

Medical Journal (BMJ), another group was printing bad news in the Lancet:

‘Computer systems based on Bayes’s formula have no useful role in the

diagnosis of acute abdominal pain’4. Others came to the same conclusion.

Inevitably there was argument about the methodology of the trials, the

interpretation of the results and so on. Many people felt that the system

was not given a fair evaluation because clinicians saw it as a threat. Other

arguments centred on the usability of the system: remember that this was a

4 Chapter 1



long time ago in terms of user interfaces and processing power and, indeed, in

terms of the number of computers readily available in hospitals.

The team behind AAPHelp regarded themselves as pioneers. Inevitably

they made a number of pragmatic decisions about which diseases to include,

which data items to collect, how to perform the calculations and how to

present the results. They were prepared to do the best they could and then

to expose the results to empirical tests, to use the system in practice and see if

it worked. The clinical evidence about the system’s success is, perhaps, mixed.

The verdict of history is, however, unequivocal: the system pioneered by de

Dombal has not led to the development of a tool used in the management of

large numbers of patients.

It is worth thinking about the reasons for the failure of such a promising

project. There are many possible objections to the use of AAPHelp. Some of

them are quite specific, and have to do with details of the machine’s oper-

ation and the practicality of its use in a particular setting. Some are more

general and would apply to all systems of this type, that is, all systems that

attempt to make predictions based on statistical calculations. Other even

broader criticisms would apply to almost all attempts to introduce technology

into clinical practice. I want to look at some of these criticisms in the rest of

this chapter and in so doing to introduce some of the challenges faced by

health informatics today.

Criticisms of AAPHelp

Technology in medicine

The most general criticisms reflect concerns about the way technology is used

in medicine. Many clinicians are ambivalent about new technology. A doctor

who has devoted years of education and training to acquiring and refining a

particular skill will inevitably be reluctant to accept a new development that

seems to make all that effort redundant. This was true in 1819 when Laennec

introduced the stethoscope, and it remains true today5. Any hostility towards,

or scepticism about, new technology is not necessarily Luddite or reactionary.

New technology will generally be accepted if it makes it easier for doctors or

nurses to perform the services that they regard as valuable. The difficulty

comes when the technology seems either to get in the way of traditional ideas

of good practice or to infringe on territory that clinicians regard as requiring

expert judgement. Hence, radiologists welcome new and better imaging

techniques, because they realise that such developments allow them to

become better radiologists. Computer software that could help them interpret

X-rays, however, poses a greater challenge to their belief in the value of their

own expert knowledge and their existing ways of working.

For over 160 years after the development of reliable thermometers, they

were not routinely used to monitor the progress of fevers6. The root cause of

this long delay was not a reluctance to adopt new technology but rather that

the notion of fever was ill defined in the medical thinking of the time. The
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few studies that were attempted using thermometers failed to show a correl-

ation between temperature and the severity of other symptoms because the

researchers had a unitary notion of fever. It was only when researchers

developed a classification of distinct fevers that the thermometer became

indispensable.

AAPHelp was a particularly problematic system for clinicians. It did not

provide the physician with additional information about the patient as a

thermometer or a positron emission tomography (PET) scanner does. Most

medical technology aims to help the physician by revealing otherwise in-

accessible information about the patient’s state. The physician’s expert judge-

ment is helped by such technology and his or her decisions are better

informed. AAPHelp is different. It takes the same information that the phys-

ician has, but does something different with it and then confronts him or her

with the result. One of the lessons that system designers have had to learn,

given the reception of AAPHelp and many similar projects, is that computer

systems are most likely to be accepted if they are designed to complement

clinical expertise. Decision support systems are now commonplace but the

most successful ones are very different from AAPHelp. Computer aids have

proved most effective in other decisions; e.g. in prescribing or in generating

reminders or alerts7. There have been relatively few, if any, successful at-

tempts to apply decision support to diagnostic decisions.

There are other objections to the use of technology in medicine. People are

suspicious of it because they feel that it makes medicine cold and impersonal.

Clinicians and their patients generally believe that medicine needs a human

touch, that patients have to be treated as individuals and that an understand-

ing of the social context and background to a case is often important. The

writers of television dramas and hospital-based soap operas clearly believe

that their viewers prefer doctors who connect with their patients at an

emotional level. A number of health informatics interventions, notably cer-

tain attempts to provide telemedicine via videoconferencing, have foundered

on the failure to recognise that a medical consultation is not just an occasion

for the transfer of patient data and medical advice but is also a social encoun-

ter in which the participants have established roles and expectations. Tech-

nology that is suspected of dehumanising the consultation is often rejected.

But this is not always the case. Patients sometimes express a preference for

more technical interventions, perhaps believing that they result in better

outcomes (see, e.g. Wallace et al.8). Such is the penetration of computers

elsewhere that many people would be a little surprised if their doctor did not

have a computer on his or her desk.

Statistical approaches to decision support

The second class of criticisms concerns the use of what we might call statis-

tical, probabilistic or Bayesian techniques. The controversy about AAPHelp

can be seen as part of a wider debate that has its roots in an anxiety about the

extent to which medical practice is truly scientific. In the early post-war years,
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the accepted view of the role of science in medicine held that the physician

was an artisan with a scientific education; a skilled practitioner who under-

stood and applied scientific knowledge but did so using the intuition and

experience and skill required to treat unique patients. By the 1970s, however,

the editorials of influential clinical journals had begun to argue that there

were fundamental problems with this, and to use the term ‘scientific’ to

describe how medicine should be practised. It was argued that medical prac-

tice was not the application of a science that is located elsewhere but was, or

should be, itself a scientific activity.

Of course, the assertion that medical practice should be more scientific in

character can be used to support more contentious proposals. Berg identifies

two distinct views of what scientific medicine might be9. On one side writers

argued for the standardisation of terminology, more rigorous and better

structured history taking and the use of flow charts and decision tables to

guide diagnostic reasoning. Medicine, on this view, is not an art informed by

scientific knowledge but is itself a scientific process in which questions are

defined, data collected, recorded, analysed and used to test hypotheses. On

the other side were those, like de Dombal, who argued that humans were

simply unable to carry out the task of diagnosis with the precision that could

be achieved by mathematical tools. The limitations of short-term memory

mean that we cannot retrieve and hold in our minds all the necessary facts.

We are unable to see all the information that is present in the data, and

intuition is hopelessly flawed when it comes to performing probabilistic

computations.

Both sides argued for the introduction of new tools and new ways of

thinking, but took very different approaches. The kinds of tools that de

Dombal and others developed were sharply criticised by opponents who

argued that the apparent rationality of statistical methods was deceptive.

The messy reality of actual clinical practice meant that countless comprom-

ises, pragmatic judgements and unwarranted assumptions had to be made in

the design and application of Bayesian systems. Furthermore, the output of

such systems – a set of statistical scores – was alien to clinical thinking because

the conclusions could not readily be interpreted as an explanation of the

salient details in the patients’ history.

In the three decades that have followed the development of AAPHelp, two

distinct strands of research in decision support can be traced: one is the

development of increasingly sophisticated approaches to the use of probabil-

ities in clinical decision making; the other is the attempt to model the logical

rules used in making decisions. Many researchers have argued that we should

not attempt to build Bayesian systems, in part because in all but a few cases

we do not have the required statistical data10. Many successful decision

support systems have been built using sets (sometimes very small sets) of

relatively simple logical rules that can be incorporated into electronic patient

record systems or prescribing systems to perform tasks such as checking for

allergies or drug interactions7. A great deal of the work described in this book
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aims to provide enhanced patient record systems that will be able to give

exactly this kind of support. Much of it draws on work in computer science on

the representation of knowledge, and much of that work is, in turn, ultim-

ately based on logic.

Not all work in health informatics is underpinned by logic or probability:

e.g. work in telemedicine or on the design of user-friendly websites for the

general public. But most of the systems discussed in this book attempt to

represent information, either about patients or about medicine. Some of these

representations use sets of symbols to represent facts and the relationships

between facts. Others depend on numbers, on probabilistic calculation rather

than logical inference.

The use of statistical methods to support clinical decision making remains

controversial. Clinicians are trained to deal with patients as individuals,

whereas probabilistic calculations deal with populations. Most doctors, like

most other people, find the mathematics of probability difficult. Practising

clinicians have been shown to come to dramatically incorrect conclusions

when asked to assess clinical information expressed in terms of mathematical

probabilities11. But as medical knowledge advances in the post-genomic era

we will learn more and more about the genetic basis for disease, and much of

what we learn will be about susceptibility and risk. Already we know enough

about the risk factors for certain cancers and for cardiovascular disease to

mean that the effective communication of information about risk is a key

component of preventative medicine. It is not easy to convey an accurate idea

of risk: one study has reported that educated American women massively

overestimated the incidence of breast cancer, believing that they had a 1:10

chance of dying of it within 10 years when the true likelihood was about

1:200. The development of effective tools for communicating information

about risk is a fertile area of research in health informatics.

Collecting and analysing patient data

The final class of criticisms of AAPHelp deals with specific features of the

system’s operation. There is only one we need to look at here: the use made of

patient data. Consider the processes involved in creating and using a system

such as AAPHelp. The first step is to collect the data from which the statistics

will be calculated. You might think this is easy enough, simply a matter of

trawling through the notes and counting up how many times a patient

with symptom X turned out to be suffering from disease Y. Well, not quite.

Say symptom X is not mentioned in the notes. Does that necessarily mean the

patient did not have the symptom? You cannot be sure. The only way to

ensure that the statistics accurately reflect the symptoms and diseases of the

patients is to collect all the data prospectively. Worse, it is also necessary to set

out in advance exactly what questions are to be asked and how the answers

are to be recorded. The process of data collection requires the standardisation

not just of the set of data items to be recorded for each patient but also the

terms used to record patient history. This will inevitably change the way
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patients are interviewed and managed. de Dombal described his method

thus:

First we created a long list with the items mentioned in the literature.

Then we got rid of those items the majority of our clinical colleagues

wouldn’t do or where they could not agree on the method of elicitation.

The reproducibility of the item is important: we have thrown out

typifications of the pain as ‘boring’, ‘burning’, ‘gnawing’, ‘stabbing’.

They haven’t gone because people don’t use them, they’ve gone be-

cause people can’t say what they are . . . . Another example which fell

off was back pain with straight leg raising: an often mentioned sign. But

nobody agrees on what they are talking about. What should the result

of the test be? A figure? The angle the leg makes with the table? . . .We

could not get a group of rheumatologists, orthopedic surgeons and

general practitioners to agree about what they should call ‘straight leg

raising’ so we abandoned that.9

The need for a robust and well-defined set of data items to use in the Bayesian

calculations clearly biases the process of history taking. If you cannot agree on

how a term should be defined, it cannot go on the form. And if the term is not

on the form, it is not in the history, it is not on the record and it is not

available to help make a diagnosis. This is one of the most commonly

remarked observations on failings of Bayesian systems; critics argue that the

‘soft’ data items that tend to be dropped are often the most important.

Stripping out subjective impressions or observations that have to be under-

stood in terms of a social context deprives the patient history of much of its

human character and that obviously worries physicians. Human beings are

able to use language to communicate pretty well – most of the time. With

computers, things are very different. Although we get by, using words that

have no clear, crisp definition, as soon as a computer is introduced into the

process things begin to break down.

Of course there is a counter-critique: one could argue that the fact that

people cannot agree on the meaning of a particular term raises questions

about its value in clinical reasoning. One of the interesting conclusions

reached in the work of de Dombal and others was that much of the improve-

ment in performance that followed the introduction of AAPHelp was actually

due not to the information that the statistical calculation provided but to the

use of a standard data entry form that the computer system required clini-

cians to use in collecting the history4. In order for AAPHelp to generate a

prediction, someone had to enter the patient’s symptoms into the computer.

They had to be collected in a standard format, to match the data stored in the

computer. In order to manage the process efficiently, a form was designed

that took the doctor through a standard set of questions. Doctors had to sit

down with patients and spend between 5 and 20 min going through a

checklist of the questions that all doctors knowmust be asked of such patients

but that some of them sometimes forget. Many people believed that at least
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some of the improvement attributed to the software was due to the use of the

form rather than the computer-generated predictions. Certainly the team

accepted that the standardisation of both terminology and the process of

history taking was valuable.

One conclusion that the project team drew from the experience was that

‘databases do not travel’. Part of the reason doctors in different sites had

different perceptions of the value of the system was that it performed better

in some places than in others. There are, perhaps surprisingly, real differences

in the ways clinicians define even the most obvious symptoms and even the

best understood diseases. These differences again reflect underlying differ-

ences in geography, economics and organisational norms. A system that

depends on the capacity of a clinical user to record a history in a standard

way will run into difficulties as soon as it is moved into a setting where the

users are poorly trained, trained in a different way or simply unfamiliar with

the assumptions built into the design of the system. The prior probability that

a patient with acute abdominal pain has appendicitis is not the same for a

patient who turns up at A&E and another who is referred to the chest ward.

Equally, if you install the system in a rural hospital in the north of England,

you will get a different mix of patients to those seen in an urban hospital in

East London. If the senior clinician in the unit is supportive of the system, it

will be used in the management of different kinds of patient than will be the

case if the senior clinician is reluctant to get involved.

The predictions generated by AAPHelp would be sensitive to changes,

because the data the system uses to calculate the probabilities are specific to

the place in which the data were collected. We should be careful about the

meanings we attribute to clinical data. They carry information not just about

patients but also about the time and place in which they were recorded. They

are moulded by all sorts of things, from the internal politics of the institution

to the social geography of the surrounding population. Crucially, they are

products of the organisational processes through which they were collected.

Scientific medicine and the description of experience

At the heart of the controversy about statistical systems is a question about

what use we can make of patient data, other than as an element in the

patient’s story. How can we capture what we need to record about a patient’s

signs and symptoms in terms that allow us to use them as the raw material of

calculations that will inform the care of future patients? The interesting point,

if we relate this back to the controversy between the Bayesians and their

opponents who advocated a scientific but not a statistical approach to diag-

nosis, is that the standardisation of terminology and the structured recording

of patient histories were first put forward by members of the second camp.

And, actually, the difficulties involved in attempting to impose rigid defin-

itions on the terms used to describe clinical conditions crop up all the time in

‘scientific’ medicine. The point is illustrated diagrammatically in Figure 1.1.
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The goal of most quantitative clinical research is to cast observations about

a patient’s experience in terms that allow a connection to the experience of

other patients. This involves abstraction. It involves extracting something

from a messy, complicated, amorphous, individual story that is sufficiently

clear and well defined to serve as the raw material of scientific study. It will

involve a task not unlike that which confronted the doctors using the

AAPHelp system who had to characterise their patients’ pain as chronic,

acute or cholicky. It will be a matter of putting pegs that are never entirely

round or exactly square into holes that are either one thing or the other.

What have we learnt?

Howwould we do things differently now, 30 years later? What kind of system

might we envisage to support a junior doctor in A&E at the start of the twenty-

first century? Perhaps themost obvious difference between a new tool and the

one developed by de Dombal et al. would be the hardware we would use. A&E

departments are complex, flexible and busy environments. We would there-

fore perhapswant to deliver a systemon ahand-held computer connected via a

wireless network, something that was certainly not possible for de Dombal.

What information might we expect the doctor to obtain from the system? We

would be interested in three distinct types of information:

1 About the patient – we would want to provide the doctor with the fullest

possible access to the patient’s record, not just access to notes about previ-

ous visits to A&E or previous investigations carried out in the hospital but

also his or her general practitioner’s (GP’s) record, and summarised infor-

mation about current prescriptions, known allergies and other relevant

episodes.

2 About the hospital’s facilities and procedures – the doctor should be able to

consult relevant guidelines, protocols and care pathways to find out about

the availability of beds, theatre slots and also be able to order investigations

and issue prescriptions electronically.

Amorphous
experience

Another
amorphous
experience

Rarified
abstraction

Classify experience Apply general laws
in particular cases

Figure 1.1 Learning from experience involves abstraction.
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3 On clinical evidence and published research – the doctor might consult

estimates of the extent to which genetic and environmental factors predis-

posed patients towards certain illnesses.

Evidence-based medicine

In recent years a movement has grown within medicine, arguing that the

pace of change in medical research demands that clinicians should consult the

scientific evidence before deciding about the treatment of individual patients.

This is simply the most recent expression of the anxiety that sparked off the

debate about Bayesian statistics – the belief that too much clinical decision

making is arbitrary and idiosyncratic. Its proponents do not think it is enough

that the latest advances are taught in medical schools or as part of clinicians’

continuing education. If patients are to reap the benefits of new research,

they believe clinicians must get into the habit of actively looking for clinical

evidence when making decisions about diagnosis and management. This

movement is known as ‘evidence-based’ medicine.

The challenge of evidence-based medicine is to treat each patient as an

individual while interpreting his or her unique experience in the light of what

has been learned from the experience of others. The project of health inform-

atics – and the subject of this book – is to build tools that maximise the

benefits of abstracting from the particular while minimising the costs.

Evidence-based medicine is about moving from the abstract to the particular,

applying clinical evidence to the amorphous experience of individual pa-

tients. Health informatics attempts to support both steps in the process: the

creation of evidence out of data, and the application of evidence in the

management of patients.

Health informatics and evidence-based medicine

Figure 1.2 is an attempt to illustrate the process by which patient data are

transformed into clinical evidence. Three stages are identified. In the first, the

data are created. It is worth clarifying the claim that is being made here. Data

are not just waiting to be gathered, collected or recorded. Data are created.

Recording patient history is not a simple matter of writing down observed

facts. The observations emerge from the conversation between the clinician

and the patient; they are a product of that conversation and take their

meaning from it. Similarly when data are transmitted from one professional

to another as the patient moves from primary care to an acute hospital, they

alter. Patient histories are continually resummarised, recontextualised and

recreated. Even the simplest statements will be reinterpreted in the light of

new information, new possibilities and changing priorities.

The process of care comes to a conclusion, if treatment is successful, when

the patient stops being a patient and returns to being an active healthy

individual. But that is not necessarily the end of the story for the data. The

details that have been recorded in the management of this patient are coded
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and classified to compile statistics about the management of patients with this

disease, at this institution, in this region, and used to answer a range of

questions. Clinical audit, clinical research and management scrutiny all de-

pend on data. This is the second stage in the process, the transformation of

clinical data into various forms of medical knowledge.

In the third stage, the loop is closed and the knowledge obtained from the

data is used to inform the management of future patients. Again, the ideal of

evidence-based medicine is that the essence of the aggregated data about past

patients provides the empirical basis for decisions about current and future

ones.

This book

The AAPHelp system attempted to do exactly that: to use data about past

patients to inform the treatment of current and future patients. It attempted

to complete all three arcs of the circle shown in Figure 1.2. This book

describes other, more recent systems, techniques and ideas that also aim to

realise the potential of IT to improve the flow of information around that

circle.

The argument of this book is that the creation of systems to support clinical

work has proved harder than de Dombal and other pioneers envisaged. Most

medical researchers, in other fields, devote their professional lives to work

that promises at best an incremental improvement in how one disease is

Creating data:

Breast lump

Turning data into knowledge:

Review management
of patients referred
with suspected cancer

Accessing knowledge:

For 643 patients (93% of the sample)
triple assessment was carried out in a
single visit. Accuracy of diagnosis was
found on follow-up to be significantly
enhanced

Figure 1.2 Three stages in a ‘virtuous circle’ of health knowledge management.
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managed or treated. Researchers in health informatics believed that they

could achieve a step-change in the accuracy of diagnosis and efficacy of

treatment across a swathe of common conditions. It is the scale of that

potential gain rather than the track record of success that continues to

motivate work in the field.

The three stages in the graphic correspond to the three ‘grand challenges’

for health informatics, the three generic tasks involving health information.

Chapters 2–4 address each of these in turn.

References

1. de Dombal FT, Leaper DJ, Staniland JR, McCann AP, Horrocks JC. Computer-

aided diagnosis of acute abdominal pain. BMJ 1972;2:9–13.

2. Adams ID, Chan M, Clifford PC. Computer-aided diagnosis of acute abdominal

pain: a multicentre study. BMJ 1986;293:800–804.

3. de Dombal FT, de Baere H, van Elk PJ, et al. Objective medical decision making:

acute abdominal pain. In: Beneken EW, Thévenin V, eds. Advances in Biomedical
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CHAP T E R 2

Reading and writing
patient records

This book is concernedwith the effective use of patient data: the facts, findings,

measurements, observations and assessments that doctors and nurses record

about the patients in their care. The creation, organisation, management and

maintenance of patient records are the central preoccupations of health in-

formatics. Indeed, the project of health informatics is often identified with the

creation of an electronic integrated care record. This, it is said, will lead to a

promised land in which every relevant fact about a patient will be instantly

accessible, 24 h a day, 7 days a week, to his or her GP in Surbiton, cardiologist

at the Royal Brompton or even to the A&E registrar in Chamonix.

The creation of such a system is not just a matter of transferring informa-

tion from paper records to computer files but also requires the solution of a

host of other technical, intellectual and organisational problems. There are

difficulties connected with the merging of information that is currently stored

in very different forms on different systems. GPs and hospitals use different

systems, and often each hospital department will have a separate system.

Merging information does not only mean connecting the machines on which

the data is stored; the applications running on those machines must be able

to communicate with each other. There are problems to do with the way

information is represented in order to make it accessible to different systems

and different users. There are also problems to do with security and confi-

dentiality. How can users on different sites be identified as having a legitimate

interest in a particular patient’s data? How can it be verified that the patient

has given consent for his or her data to be used in this way?

A clearer assessment of the potential benefits of such a system, as well as of

the difficulties and risks involved in its creation, requires an understanding of

the nature of a patient record, and its part in supporting patient care.

Patient-centred records

At the beginning of the twentieth centurymost hospitals kept patients’ records

in bound volumes. Entries were made when patients were seen, with the

result that passages dealing with different visits of the same patient were

scattered throughout the volumes. As hospitals became larger and more com-

plex, it became necessary to allocate each patient a document or a folder that

would be shared between the clinicians responsible for a patient. In 1907, new
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patients registering at theMayoClinic were assigned a number. All subsequent

medical information and correspondence was filed under the patient’s regis-

tration number and kept in wooden filing cabinets, accessible to all the Mayo

physicians1. The records were no longer the private observations of a single

physician but became what we would now call a patient-centred narrative.

This must rank as a pivotal moment in the prehistory of health informatics:

a major advance in the capacity of the record to support patient care,

achieved by means of a major redesign of that record. It is interesting to

consider the physical and organisational changes that it required. One of the

most significant facts about the computer age is that information can be

manipulated without radically changing the physical medium on which it is

stored. Before computers, ensuring that all the data an institution held on a

patient were kept in one place meant rearranging bits of paper. Of course, it

was not the move to storing paper in a folder rather than a book that was

important but what this meant for the information itself. If we were now to

carry out an analogous reorganisation, in an attempt to ensure that all the

data the NHS holds on each patient are kept in one place, the fact that much

of the information is stored on computers ought to make the task simpler. In

some ways it is probably harder, since the computer systems in question were

not designed to support the sharing of information in this way.

The reorganisation of the information also meant that the clinicians had to

change the way they worked. The system crucially required that there be a

single central facility from which each clinician would collect a record and to

which they would return it. Dr Plummer, the architect of the original Mayo

Clinic, is credited with the invention of the ‘pneumatic tube’, a device

allowing the rapid transmission of documents around a building, and making

it practical for different physicians to share a single central record store. Even

in this age of intranets and email, the Mayo Clinic has not abandoned its

pneumatic tube system but has upgraded it and added an extensive

computer-controlled electric track, which can transport containers with up

to 11 kg loads both horizontally and vertically around the building. The

system now makes around 2400 trips a day, equivalent to 17 full-time

messengers carrying laboratory specimens, medical records, X-rays and

mail. When the Mayo Clinic’s expansion is completed, it will have nearly

15 240 m of track and carry out more than 20 000 transactions a day2.

Problem-oriented patient records

A second pivotal moment in the history of patient records is the publication in

1968 of LarryWeed’s landmark paper ‘Medical records that guide and teach’3.

Consider the fragment of a medical record shown in Figure 2.1. The patient’s

story is told as a simple linear narrative, events are described in highly

abbreviated statements arranged in a chronological order and a short

paragraph for each relevant date. For the first five entries the information is

set down in a way that might have seemed logical to the author but which

gives no real assistance to the reader trying to make sense of the various

observations. There is, however, a dramatic change at 10/2–6 pm, the end of
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the first column. After this, whenever the record is updated, the observations

are organised according to a list of the problems involved in the management

of this patient. This list of ‘currently active problems’ provides an organising

structure for the record. The effect of the transformation is striking.

The idea behind the problem-oriented record is simple but powerful: clini-

cians should structure their observations using a list of the patient’s current

problems. Each time they need to make a decision about a problem, they can

consult the record and find the information they require organised under

headings that reflect their approach to the patient’s management. The idea

became associated with the acronym SOAP, so that for each problem the

clinician was supposed to record observations under four headings: Subject-

ive (what the patient says); Objective (what the doctor sees and hears);

Assessment (what the doctor thinks); and Plan (what is to be done).

It is instructive, at this distance, to read Weed’s original paper. It starts:

The beginning clinical clerk, the house officer and practising physician

are all confronted with conditions that are frustrating in every phase of

Figure 2.1 Sequence of notes extracted from a complicated record. In the first

unstructured portion, facts and phrases are presented that suggest difficulties in many

systems, but the confusion in such a tangle of illogically grouped bits of information is

such that one cannot reliably discern how (or if) the physician defined and logically

pursued each problem. From [3] with permission. Copyright � 1968 Massachusetts

Medical Society.
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medical action. The purpose of this article is to identify and discuss these

conditions and point out solutions. To deal effectively with these frus-

trations it will be necessary to develop a more organised approach to the

medical record, a more rational acceptance and use of medical person-

nel and a more positive attitude about the computer in medicine.

Weed recognised that adding an extra element to the way medical informa-

tion was recorded would involve extra work unless new tools were available

to help with the task: i.e. computerised tools. Later in the article he writes: ‘It

would seem most logical to have the physician enter the problem statements

directly onto the computer.’ Indeed, given how long ago all this happened,

and how little progress there was in the computerisation of patient records

during the 1970s, 1980s and even the 1990s, it is quite surprising to discover

the extent to which Weed’s paper builds on the pioneering work done by

Warner Slack et al. on computer-based medical history systems4. This work

was published as long ago as 1966 (it will be a theme of this book that health

informatics is a field in which promises and expectations are renewed more

often than they are fulfilled).

Although the problem-basedmedical record is still taught inmedical schools,

and still talked about, the tools that Weed recognised as being essential for

organising patient information in this way did not appear as he expected.

Despite the promising results of Slack et al., it proved harder than anyone had

expected to get computers onto physicians’ desks and to get patient records

onto the hard disks of those computers. In the UK in the 1970s, and even the

1980s, the debatewas not aboutmoving frompaper to computer-based records

but about moving from Lloyd George envelopes to A4 folders5.

Computer support for problem-oriented records

In order to understand what was problematic about the move to computers,

we need to think about what information a computer system to support

problem-oriented patient records would require. First, the clinician must be

able to record a list of problems. He or she must be able to change the status of

a problem from active to inactive and, possibly, to change the order in which

problems are listed. None of that seems too complicated. Next the clinician

must record the set of observations that will make up the patient history.

Every observation of the patient’s state is recorded in relation to a problem,

but any might later need to be reinterpreted in the context of some other

problem. It follows that each observation must include enough contextual

information for it to be understood in relation to a different problem. Obser-

vations must therefore be recorded as sets of distinct statements that can be

understood in isolation. If the record is organised around a changing list of

problems, the original chronological ordering of the observations is lost, and

so too is the narrative. If the reader is to make sense of the history, each

observation must include some of the narrative. It is not enough to write

‘node negative’, or even that a physical examination concluded that the
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lymph nodes were not enlarged. The observation would have to state that a

physical examination conducted in response to a suggested diagnosis of breast

cancer concluded that the lymph nodes were not enlarged.

It does not follow that the clinician would have to type in all this informa-

tion, for every observation. The computer system would have to be designed

so that the contextual information is recorded as part of the history and could

be associated with the observation by the computer. The software designer

would have to provide a template for each of the clinical contexts to be

supported.

Medical ontologies

Say we are concerned with consultations in general practice. The software

designer might choose to represent such consultations as a set of activities

performed by a GP in respect of a patient. The designer might say that each

activity has a goal and that the goal is defined in terms of a clinical question

and a patient problem. Each activity also generates observations, in the form

of statements about the presence or absence of signs, and then about their

severity, cause and location. The designer needs to have a model for the kinds

of things recorded as observations and for the kinds of things required as

contextual data for the interpretation of observations. So when the software

is used to make a record of a consultation, it would ask the user to record one

or more activities (e.g. physical examination). For each activity the system

would ask first for the patient problem (breast cancer) and the clinical question

(diagnosis) and then for a list of observations (one of which might be lymph

node enlargement is absent). The finding would be recorded within a context

that contains all the additional facts with which the finding will have to be

associated.

In Table 2.1 this model is set out using a formal syntax developed for

computer languages. The syntax is actually very simple but the details are

not important here. The important point is that it is a model of what is

involved in recording a consultation; it does not embody any medical know-

ledge. A piece of software implementing this model would not know, or need

to know, about the physiology of the lymphatic system, the anatomy of the

upper body or the epidemiology of cancer. Another important point is that

the model is far too simple: we have not dealt with the recording of dates,

patient’s name, doctor’s name, levels of suspicion, management plans, pro-

visional diagnoses, assessments and so on. The longer you think about it, the

more inadequate the model seems. It would be no mean feat to design a

model that is clear and simple and yet able to cope with the huge variety of

encounters involved in general practice, and to reflect the varying prefer-

ences and styles of general practitioners. There are competing demands for

the design of such things to be both complete and simple.

This kind of model is often called an ontology. The term ‘ontology’ is

borrowed from a branch of philosophy concerned with questions of what

kinds of thing can be said to exist. In health informatics (and computer
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science more generally) the word is used to refer to a specification of the

concepts and relationships that can exist for a particular domain and

application. Developing robust ontologies of medicine and clinical practice

has been a major aim of many health informatics projects. Table 2.2

shows a fragment of a patient record set out using a more realistic model

of the kinds of things that need to be recorded as associated data for a single

test result.

Controlled clinical terminologies

Some designers of computer-based patient record systems assumed that they

would have to provide their users with more than just a set of templates

mapping out the structure of the things that might need to be recorded.

They assumed that they would need to provide a complete standard termin-

ology for recording clinical histories. That is to say, they would provide not

only an ontology but also a list of concrete terms to fill the ontology’s

abstract structures: a controlled clinical terminology. It is worth pausing to

reflect on the magnitude of this ambition. The proposal is not to come up

with a complete list of all known diseases, suitably qualified, but rather to

come up with a complete list of everything that might need to be recorded

about a patient: signs, symptoms, social circumstances and so on. The

benefits are obvious. A standardised vocabulary would avoid confusion

and ambiguity. Eradicating synonyms, slang and shorthand would simplify

the compilation of statistics. If all the required terms are known to the

Table 2.1 A simple ontology for GP consultations, defined in extended Backus–Naur

Form (eBNF). The symbols of BNF are as follows: ‘::¼’ means ‘is defined as’, j means

‘or’. Items enclosed in { } may be repeated, items enclosed in [ ] are optional. Category

names are enclosed within < >.

Consultation ::¼
{Activity}

Activity ::¼
Goal

Observation list

Goal ::¼
<Patient problem>

<Clinical question>

Observation list ::¼
{Observation}

Observation ::¼
<Finding> is present j
<Finding> is absent

[<Location>]

[<Severity>]
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system designer, he or she can design a simple menu-based interface allow-

ing the user to enter terms without typing. If the benefits are obvious, the

scale of the challenge should also be apparent. In fact, even if it seems

immediately obvious that this is extremely difficult, it is not until you

have thought about it for a little while, and some researchers have spent

years and even decades on these questions, that you come to appreciate how

hard it really is.

We will come back to the business of representing clinical terminology and

the role of medical ontologies in later chapters. It is worth mentioning one of

the reasons why it is difficult. In 1918, the American College of Surgeons

began to inspect hospitals and assess the quality of their record-keeping; as a

result, in the 1920s forms were introduced in an attempt to ensure that

complete records were kept of basic clinical information6. However, attempts

to standardise what was recorded were, and remain, controversial. Doctors

wanted, and still want, to decide for themselves how and what they should

record, arguing that if they are to treat each patient as an individual, they

must be able to treat each patient’s record as different.

Table 2.2 A single element from a patient record showing the complexity of the

associated information required.

<ELEMENTITEM>

<ATTRIBUTES>

<RCUID>uk.ac.ucl.wh. anticoag.329802</RCUID>

<ACCESSAMENDRIGHTS>AAR_CLINICAL</ACCESSAMENDRIGHTS>

<SYNAPSESOBJECTID>INR Test.928272660000</SYNAPSESOBJECTID>

<SYNAPSESPATIENTID>jones04-08-199815:03:08</SYNAPSESPATIENTID>

<EHCRSOURCE>uk.ac.ucl.wh.cardiovascular.ACDATA1.MDB</EHCRSOURCE>

<AUTHORISATIONSTATUS>ATTESTED</AUTHORISATIONSTATUS>

<SUBJECTOFINFORMATION>PATIENT</SUBJECTOFINFORMATION>

<HEALTHCAREACTIVITYLOCATION>Warmington Hospital, Warmington,

UK</ HEALTHCAREACTIVITYLOCATION>

<LEGALLYRESPONSIBLEHEALTHCAREAGENT>Dr. David Dodds, Warmington Hospital,

Warmington, UK</LEGALLYRESPONSIBLEHEALTHCAREAGENT>

<INFORMATIONPROVIDER>HAEMATOLOGY LAB</INFORMATIONPROVIDER>

<LOCALE>en_GB</LOCALE>

</ATTRIBUTES>

<VALUE>

<VALUEATTRIBUTES>

<SOID>null</SOID>

</VALUEATTRIBUTES>

<NUMERIC>

<QUANTITYVALUE>1.6</QUANTITYVALUE>

</NUMERIC>

</VALUE></ELEMENTITEM>
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In the UK, Lloyd George’s government required GPs who treated patients

under the terms of the 1911 National Insurance act to ‘keep such records as

might be required of them under their conditions of service’. The aim was

to gain statistical information about the health of the population. Doctors

were given a tin box in which to keep the records that were to be returned

at the end of each year. Although the practice was abandoned during the

1914–1918 war, the tin boxes determined the shape of GP records for the rest

of the century. An attempt, after the war, to agree a standard for the record

GPs should keep came up with two recommendations: the bizarrely general

one that it should be a permanent record of the information required to

support each patient’s care, and the bizarrely specific one that it should be

filed in envelopes that could be stored in cabinets designed for the old tin

boxes5. There was to be no agreement on a standard set of data items to be

recorded and hence no standard form.

If it were difficult for American hospitals and British family doctors in the

1920s to agree standard forms for recording patient encounters, how much

harder must it be to get the profession to agree on a standard set of terms to

describe those encounters? These difficulties are not just quibbles about

terminology but reflect profound and genuine differences about the nature

of diseases, the efficacy and appropriateness of interventions and the role of

medical professionals. They stem from variations within and between nations

and cultures, differences in training and experience as well as the priorities

and prejudices of individuals.

Controlled clinical terminologies have nevertheless been developed. The

International Classification of Diseases (ICD 10) is sponsored by the World

Health Organization (WHO) and is used mainly to standardise the recording

of diagnoses in order to compile statistics about the prevalence of diseases in

populations7. Read Codes are a British attempt to develop a set of standard

codes for use in primary care8. The Systematised Nomenclature of Medicine

(SNOMED) is a similar initiative on the part of the College of American

Pathologists. A merger of the two has created SNOMED CT, the first release

of which, at the time of writing, is somewhat overdue9. Another project,

Medical Subject Headings (MESH), created a standard set of terms for index-

ing biomedical research literature, and a related project, Unified Medical

Language System (UMLS), attempts to provide a common structure within

which MESH and the other systems can be used10.

For many primary care physicians in the UK, the use of Read Codes to

provide a standardised vocabulary for the recording at least of summary

diagnoses is perhaps the most keenly felt change introduced as part of this

drive towards a more structured and accessible patient record. Some research

suggests that although the codes are widely used, they are not used consist-

ently or wisely. A study of coding for diabetes in GP practices found that only

one Read Code (C10, diabetes mellitus) was used in all the 17 practices

studied and that it was applied to between 14% and 98% of patients with

diabetes. Only 45% of diabetic patients had their type of diabetes coded11.
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Similarly, an examination of the records of 1680 patients found that only

47% of those with ischaemic heart disease could be identified by searching for

the Read Code12.

Van der Lei’s first law of health informatics

We might think that medical records serve simply to support patient care, but

actually they have a variety of roles. The notion of ‘supporting patient care’ is

in any case a complex one and records have more than one purpose within

it, from providing an aide memoire for an individual clinician to facilitating

communication between the members of a care team. They also fulfil a

number of other functions: from a legal one as the record of an encounter

that may lead to litigation, a potential role in teaching and research and a

source of important administrative data.

The point is brought home in a cost–benefit analysis that Wang et al. carried

out in an attempt to assess the net financial benefit of an electronic medical

record. They used an expert panel to estimate costs and benefits13. The

estimates are shown in Table 2.3 together with a calculation of the net

benefit, both in real terms and under an assumption that costs and benefits

in future years are discounted at 5% per annum. For our purposes the

interest is largely in the anticipated savings. Some accrue from easier access

to the data: transcription costs are lowered and the costs of physically retriev-

ing patients’ records (chart pull costs) are reduced. However, most of the

savings are because the system is able to carry out new functions based on the

data. It is assumed that the system will save money by reminding the user of

less expensive medications and by alerting him or her to possible adverse drug

events (See Box 2.1). Similarly decision support would mean fewer labora-

tory tests and fewer radiological procedures. There would be improvements in

fee-for-service reimbursement and fewer billing errors. Some of these as-

sumptions might seem naive – experience has shown that decision support

is not terribly effective in changing the behaviour of physicians – but there is

clearly potential for savings.

Whether or not the estimates are optimistic, what should be clear is that the

information entered onto the patient record is to be used not just for patient

care but also to support other administrative and financial functions.

Using data for more than one purpose creates problems, however.

Diagnosis-related groups (DRGs) are used to classify clinical cases according

to criteria that reflect the cost of treating them. American hospitals use DRGs

when returning records of their workload to Medicare, the agency that

reimburses them for treating certain patients. Hsia et al. found a 20.8%

error rate in the DRG coding data they looked at, and the proportion of errors

favouring the hospitals (61.7%) suggested there was a significant non-

random element in the process14. Data, as has already been discussed, are

inevitably moulded by the process through which they are collected. Van

der Lei has proposed a first law of health informatics that states that data

should be used only for the purpose for which they are collected and that if
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Table 2.3 A cost–benefit analysis for an electronic patient record (based on estimates from [13] with permission from Elsevier. � 2003 Excerpta

Medica Inc.).

Initial cost Year 1 Year 2 Year 3 Year 4 Year 5 Total

Costs ($)

Software license 1600 1600 1600 1600 1600 1600

Implementation 3400

Support 1500 1500 1500 1500 1500 1500

Hardware 6600 6600

Productivity loss 11 200

Annual costs ($) 13 100 14 300 3100 9700 3100 3100 46 400

Present value of annual costs ($) 13 585 2798 8317 2525 2399 29 623

Benefits ($)

Chart pull savings 3000 3000 3000 3000 3000

Transcription savings 2700 2700 2700 2700 2700

Prevented adverse drug events 2200 2200 2200 2200

Drug savings 16 400 16 400 16 400 16 400

Lab savings 2400 2400

Radiology savings 8300 8300

Charge capture 7700 7700

Prevented billing error 7600 7600

Annual benefits ($) 5700 24 300 24 300 50 300 50 300 154 900

Present value of annual benefits ($) 5415 21 931 20 834 40 970 38 921 128 071

Net benefit ($) (13 100) (8600) 21 200 14 600 47 200 47 200 121 600

Present value of net benefit ($) (13 100) (8170) 19 133 12 518 38 445 36 522 85 348

Note: Figures shown in parentheses are negative, i.e. occur in years where costs exceed savings.
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Box 2.1 Doctor’s handwriting: computerised physician
order entry

Have you heard the joke about the couple called in to see their son’s

teacher? ‘Your child has atrocious handwriting’, the teacher tells them,

at which the mother turns to the father and cries: ‘Wonderful, I’ve

always hoped he could be a doctor.’ The idea that doctors have especially

poor handwriting is an old one and it is one of those commonplaces that

researchers feel driven to test. (See Balachandran and Roy for another1.)

Lyons et al. carried out a quantitative comparative study, deriving an

‘illegibility score’ from the error rate of a computerised optical character

recognition system2. Participants were asked to provide samples of neat

handwriting on which to train the system. The doctors had a higher

median score – i.e. less legible handwriting – than other groups (nursing

and administrative staff), taken individually or combined. Of course,

although the method is admirably quantitative, the measure is indirect

and it is possible that distinctive or unusual script might generate errors

and yet be perfectly readable to the human eye. A more direct, albeit

subjective, approach was taken by Cheeseman and Boon, who analysed

entries written by doctors and by nurses in patients’ notes and found

significantly more illegible entries in those written by doctors3.

It is not, however, really a laughing matter. Michigan State

Representative Edward Gaffney was mistakenly given prednisone, a

steroid, instead of Pravachol, a cholesterol inhibitor, and responded by

introducing a bill that would make authors of illegible prescriptions

liable to fines of up to $10004. In 1999 an American cardiologist was

fined $225 000 when a patient died after the pharmacist misread his

prescription for Isordil, an antianginal drug, as a prescription for Plendil,

an anti-hypertensive drug5.

Drug name mix-ups are surprisingly common. Every year, the United

States Pharmacopeia (USP) publishes a list of similar drug names that

have caused mix-ups in hospitals6. There are thousands of entries and

the problem accounts for 15% of the reports received by the USP.

Interestingly, when the American Food and Drug Administration

approves a new drug for the US market, it not only requires evidence

about the biochemical qualities of the pharmaceutical but also carries out

tests on the drug’s proposed name. Both the spoken sound and written

appearance of the name are tested against a database of 17 000 existing

trade names using computer analysis while panels of physicians, nurses

and pharmacists carry out simulations to assess confusability. Yet the

problems still occur. AstraZeneca produces a drug called Seroquel for the

treatment of schizophrenia. Bristol-Myers Squibb’s Serzone, on the

other hand, is a treatment for depression. Several patients have had to

(continued)
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no purpose was defined prior to collection, they should not be used15. The

law is probably too restrictive. The gains in efficiency that result from making

administrative use of data collected primarily to support patient care are too

great to be ignored, but the law stands as a useful reminder of the dangers of

the practice.

Narrative-based medicine

The twin issues of how to define ontologies for clinical activities and how to

define a set of controlled clinical terms have dominated research into the

computer-based record systems that Weed anticipated in his 1968 paper. The

underlying aim of such research is to identify the appropriate structures for

recording patient information. For these researchers, the need for a structure

is given. There are, however, opposing voices.

It is argued by some that the essential element in the patient record is the

patient’s narrative and that eliciting and interpreting it should be the primary

aim of the physician16. Clinicalmethod, it is argued, should be recognised as an

interpretive act that draws on innate narrative skills to interpret the stories told

by patients. These critics also argue that interpreting narratives is not a matter

of classifying and categorising themedical elements in these stories. Rather, the

argument goes, practitioners might be able to listen more constructively to

their patients’ stories if they tried to understand them as stories, rather than

attempting to express them in the structured and standardised format of the

medical history. It is clear that if imposing a form of structure on the taking of a

medical history is problematic, then attempting to record it in a predefined

template using a standard set of terms is going to be extremely problematic.

Box 2.1 Doctor’s handwriting: computerised physician
order entry (continued)

be admitted to hospital having received Seroquel instead of Serzone

or vice versa, with symptoms including hallucination, paranoia,

diarrhoea, vomiting, muscle weakness and dizziness.
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The difficulty with using codes is not that there are not enough of them.*

The problem with coding is that there are lots of things in medicine that are

difficult to state precisely or that are not known unequivocally. Codes are

designed expressly to strip away levels of nuance and ambiguity. Doctors,

especially general practitioners, however, deal with patients whose problems

are presented in an unstructured, disorganised fashion, and are not easily

categorised. It is estimated that 50% of GP encounters end without a firm

classification or diagnosis being reached. Problems evolve over time, and the

reason the patient made the appointment often becomes clear only in retro-

spect. Codes inevitably fail to capture the richness of the doctor–patient

communication. Even though systems such as the Read Codes do not provide

fixed definitions for the terms that are included, restricting clinicians to the

terms in the set may nevertheless encourage a reductionist approach, as

doctors are led to fit patients into the provided categories. The ‘taming’ of

narrative encouraged by coding has been criticised by Kay and Purves, who

see the ‘story stuff’ as perhaps the most useful part of the record17.

The role of the record in medical work

Berg, who considered the computer-based record from a sociological perspec-

tive, argued that the record is not simply a repository of information about a

patient but also helps to shape communication between doctor and patient

and is thus directly relevant to the way that patients’ stories unfold18. As has

already been discussed, data are not recorded so much as created. The initial

hypothesis formed by the clinician will determine which questions are asked

and help shape the answers that the patient gives. What is later recorded will

be a post hoc rational reconstruction of the encounter. The same data will

subsequently be recontextualised, resummarised and re-represented through

processes adapted to the demands of medical work. We need to reflect on how

an electronic patient record could be made to fit this environment, and

should not assume that simply because the computer-based record is better

by certain criteria it will actually work better in practice. Berg makes the

important point that most information that health care professionals deal

with is incomplete, ambiguous, subjective or in some ways unreliable. The

aim of the information gathering recorded in patient histories is not defini-

tively to establish the truth but to provide an adequate basis for action. For a

doctor actively involved in treating a patient there is only one real problem:

what best to do next.

*Version 3 of the Read Codes includes as one of the possible causes of injury: Fumes from

combustion of polyvinylchloride and similar material in conflagration, in convalescent home; the

list of occupations includes Wild animal attendant and the list of products for special diets

covers 14 different shapes of pasta, one of which, spaghetti, has 12 different manufacturers,

some of whom produce 2 or 3 different forms of gluten-free spaghetti, meaning that there

is one term for Glutafin GF long cut spaghetti and another for Glutafin GF short cut spaghetti.
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It follows from this that any proposals for building an electronic record

must be grounded in a realistic conception of what medical work entails. Berg

warns against the temptation to repair ‘incomplete’ or ‘messy’ records for

completeness’ sake, and worries that recording data in predetermined ways is

too restrictive. The debate about whether or not a defined structure should be

imposed on the patient record is unlikely to be resolved. The best approach

will inevitably involve weighing the gains and losses of each approach on the

best balance of organisation and richness of expression. The question be-

comes one of the appropriate levels at which to structure the record. Tange

et al. argue that an intermediate level of ‘granularity’ is best for information

retrieval: ‘Most benefit can be expected from medical history and physical

examination notes divided into organ systems and progress notes divided into

problem segments’19.

Electronic health care records

The question of granularity is of vital importance when we consider the

prospect, mentioned in the opening paragraph of this chapter, of an elec-

tronic health record (EHR) that allows information to be shared between the

different institutions responsible for a patient’s care. One way of achieving

this is to design a piece of what might be termed ‘middleware’, which

would recast queries from one institution’s computer in terms of the data

structures used by another’s computer. This could only be devised if the

computer systems that are to be linked represent information in ways that

are compatible.

A major area of research in health informatics concerns the elaboration of

standards that could guide the developers of hospital and general practice

information systems to make EHRs possible20. One way of devising the

standard is to put together what computer scientists call an architecture for

an EHR. An architecture does not dictate what information must be con-

tained in a record. Nor does it say how any EHR system should be imple-

mented. The architecture is a model of the generic features necessary in an

EHR for it to be communicable and complete, retain integrity across systems,

countries and time, and be a useful and effective ethico-legal record of care.

The architecture is presented as a conceptual model of the information in any

EHR. Models of information will be dealt with in Chapter 8.

Hospital episode statistics

The patient record is not the only place in which data about patients is

recorded. Most hospitals use a Patient Administration System to store infor-

mation required to manage the patient’s journey through the secondary care

system. This will include details of the patient’s admission and discharge

dates, details of outpatient appointments and A&E visits. The data are a mix

of medical and administrative details, largely entered by clerical staff. Cru-
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cially there will also be a summary statement about each episode, recorded

using one of the standard coding systems described above. This statement is

usually recorded by a ‘clinical coder’, who will read case notes and discharge

summaries before deciding on the appropriate classification.

In the UK this information is collated nationally. Each hospital submits

monthly returns to an ‘NHS-wide clearing service’, which in turn provides

quarterly returns to the Department of Health’s Hospital Episode Statistics

(HES) database. The information is used by the government to monitor

activity in the NHS and inform decisions about the allocation of resources.

The HES database is the most comprehensive national database of patient

information. It is also used for a variety of other purposes, by various gov-

ernment agencies, regional and local bodies and hospital boards, and by

academics and researchers. It is used for performance management and

clinical governance.

The issue of clinical governance was brought to the fore by an official

enquiry set up following the discovery that surgeons at Bristol Royal Infirm-

ary had performed complex heart operations on young people over a number

of years without anyone noticing that the mortality rate for these operations

was a great deal worse than it should have been21. The enquiry noted: ‘Bristol

was awash with data. There was enough information from the late 1980s

onwards to cause questions about mortality rates to be raised both in Bristol

and elsewhere had the mindset to do so existed.’

If HES is to be analysed in detail, and without being aggregated across large

numbers of trusts, and if it is to be used for a variety of purposes, it becomes

more important to ensure that it is accurate. A 2002 report by the Audit

Commission found that although the accuracy of coding was improving, it

was still variable, and in 10% of hospitals error rates of more than 20% were

found22. Clinical coders are often poorly trained, clinicians are often not

involved in the process of coding and adequate systems for auditing the

quality of data are not in place. The UK government is now changing

the basis by which hospitals are funded in a way that places a premium

on the detailed recording of activity23. It will be interesting to see how this

affects the quality of clinical coding in hospitals.

Conclusion

The issues that currently surround the creation of patient data seem to be

organised around two underlying questions: (1) what is the viability of exist-

ing computer-based records as a tool for supporting care; and (2) what further

developments are required if such records are to permit the advances that

advocates of computerisation were identifying as early as 1966.

A recent review of the relevant research argued that the absence of stand-

ardised methods for assessing data quality in patient records means that little

can be concluded. ‘Accuracy’, which might seem a fairly well-defined concept

at first sight, has to be translated into something more concrete before it can
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be measured and can be translated into a variety of different measures. Thiru

et al. have described a tool kit with a number of measures of both validity and

utility. Their research is unusually optimistic about the current state of play in

record-keeping in general practice24.

Perhaps the most interesting study compared paperless to paper-based

medical records on a variety of criteria relating to both completeness and

legibility25. The authors had expected to find that paperless records would be

truncated and contain local abbreviations (making them less legible). The

reverse was true. Paperless records were more likely to have the diagnosis

recorded, contain a record of the advice given and have details of any referral

made or treatment prescribed.

The current generation of computer-based records has, it would seem,

allowed some improvements over paper-based records. But major difficulties

remain. I would set out three goals for an EHR:
. Integration of information across different health care organisations
. The use of routinely collected data as the raw material of medical research
. The development of software that can respond to the content of a patient’s

history

Achieving clarity of recording and compatibility of systems will involve suc-

cessful standardisation at several levels. This is why the research is in part

about developing terminologies, in part about ontologies and in part about

architectures. Of course, even if we get all that right, it will only solve the

technical problems.
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CHAP T E R 3

Creation of medical
knowledge

Genomic medicine

On 26 June 2000, Bill Clinton and Tony Blair announced the publication of a

usable draft of the human genome, a complete map of human DNA. Media

coverage highlighted the enormous potential of genomic science to transform

our understanding of disease and to help identify new treatments1. There is still

much we do not understand about the genome and its role in biological pro-

cesses: wehave not established all the protein-coding sequences in the genome

andweknownext tonothing about the functionof the 98%of the genome that

does not code for proteins.*We need to find out more about the pathways and

networksbymeansofwhichgenesandgeneproducts determine theworkingof

cells and larger structures2. A particularly significant element of this, which has

already been taken up by a major international collaboration (HapMap), is to

map the common patterns of heritable variation in the genome3.

These scientific advances have a quite extraordinary potential to transform

practical health care. It is not simply that we will be able to predict a predis-

position to those diseases that we know to be genetically determined, although

that in itself would be useful for certain conditions. We should be able to

establish a new taxonomy for diseases, based on their molecular characterisa-

tion. We will develop gene-based approaches to therapeutics and identify the

genetic determinants of disease and reactions to drugs.

For example, muscular dystrophies have traditionally been grouped and

named according to clinical features, but as our understanding of the genetic

and molecular basis for these diseases increases, it may prove more appropri-

ate to classify them according to the physiological mechanisms that underlie

the disease4. The most common form of inherited lethal musculoskeletal

disorder is Duchenne Muscular Dystrophy (DMD), which has an estimated

prevalence of 1:3500 live male births. It manifests in early childhood, cripples

*We are all familiar with the idea that inheritance works through our genes, that genes

are the medium through which our parents give us all the faults they had, and add some

extra just for us. DNA also contains the instructions that tell the cells that make up the

body how to behave. A particular sequence of DNA is said to ‘code’ for a protein if it

contains instructions that tell a cell how to make that protein. Such proteins are known

as gene products.
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between the ages of 7 and 12 and kills by the early twenties. It is caused by

mutations on the gene Xp21. This is the gene for dystrophin, a protein that

interacts with a large protein complex, which is thought to protect muscle

fibre membrane from the mechanical stress caused by muscle contraction.

DMD is one of a class of diseases now understood to be ‘dystrophinopathies’.

A significant percentage of patients with these diseases have been found to

have mutations known as ‘premature stop codons’: a metaphorical full stop

has been inserted in error into the genetic instructions for the production of

dystrophin. An obvious aim for research into the treatment of these patients

is therefore to find a way of using products such as gentamicin, which is

known to help cells keep reading past such full stops.

Identifying associations between clinical features, protein behaviour and

genetic mutations is easiest in the diseases that are ‘monogenic’, i.e. caused by

the behaviour of a single gene. Modes of inheritance have been established

for thousands of conditions caused by such mutations in single genes. Most of

these diseases, however, are uncommon. Genomics will make a much greater

contribution to health care if it proves possible to uncover the mechanisms of

common diseases such as diabetes or asthma. We have identified some of the

mutations that cause common diseases in some people, e.g. the BRCA1 gene

for breast cancer. However, in effect, this means only that we have identified

a relatively small subgroup of patients for whom breast cancer is a monogenic

disorder. In most cases of common diseases, it will probably be necessary to

search for combinations of genes and to identify mutations that are common

but which may not always lead to the disease. It will involve looking not just

for genes but also for gene–gene interactions and for interactions between

genes and other environmental factors5.

Already our knowledge of the underlying genetics is altering treatment.

Researchers looking at a haematology known as diffuse large B-cell lymph-

oma have used computer algorithms for clustering data to identify a complex

genetic signature that allowed the cases they were studying to be classified

into two distinct subgroups. This was significant because the two groups had

different overall survival rates and demonstrated the possibility of developing

individualised treatments based on genetic testing6.

The potential of these discoveries to revolutionise health care should be

obvious. Knowing the genetic basis for a disease and being able to identify

those who will prove susceptible to it makes possible to advise on preventa-

tive strategies such as changing one’s behaviour, undergoing regular screen-

ing or prophylactic treatment. In the longer term, understanding the causal

chain that goes from genetic mutation, through disruption in the production

of proteins to the processes that underlie diseases will help researchers and

pharmaceutical companies identify promising starting points for drug devel-

opment. There are 30 000 protein-coding genes, but as yet only 500 phar-

maceuticals that target human gene products.

The sheer scale of data involved in genomic research is mind-boggling, and

the field of bioinformatics has grown up to help provide the computational
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tools required. I want to consider two kinds of study of crucial importance in

this research since the techniques they use will be discussed at greater length

later on.

Microarray experiments

Proteins are produced from the instructions in a gene by a process known as

‘gene expression’. A study often carried out in molecular biology involves

establishing a gene expression profile from a sample of DNA. Amicroarray is a

piece of chip technology that measures the extent to which different gene

sequences are expressed in a single sample of DNA7. The marvel of the

technology is that it allows the researcher to test for as many as 100 000

different sequences simultaneously. The result is a rectangular grid, a few

centimetres across, holding an array of 100 000 dots roughly 150mm in

diameter; the colour of each dot reflects the extent to which a particular

gene, or other DNA sequence, was expressed in the sample. Microarray

experiments are expensive and although the amount of data they produce

is very large, in terms of the number of sequences tested in each array, the

sample size of a study tends to be small. A typical study would attempt to

determine whether, in a sample of, say, 40 patients, there was a characteristic

pattern of dots for those patients who responded to treatment that was absent

for the patients who did not. The mathematical tools that can be used to

search for meaningful classifications in the data are similar to those used in

other areas of health informatics that deal with similar quantities of data,

such as the analysis of medical images.

Cohort studies

In order to identify the contributions made to the risk of disease by genetic

factors we also need to carry out a very different kind of experiment, in which

large numbers of healthy volunteers are recruited and monitored over many

years. The UK Biobank study intends to follow 500 000 people over the

coming decades8. Each participant will give 50 ml of blood and plasma that

will remain available for subsequent analysis. Medical records, including

prescription records, will be released and participants will also complete

questionnaires providing data about lifestyle, diet and environmental

factors. The scale of the study, together with the technology capable of

analysing genetic material, will allow many existing hypotheses to be tested

in a way that had not previously been possible. The draft protocol lists nine

hypotheses, all of which deal with the interplay between specified genetic

variants and other factors (cigarette smoking, alcohol consumption, use of

hormone therapies, consumption of meat) and their independent and com-

bined impact on the risk of common diseases: ischaemic heart disease, stroke,

diabetes, dementia, breast cancer, arthritis. Inevitably it will seem rational to

investigate new hypotheses and the design should allow these also to be

explored.
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Medical knowledge

I want now to look at the specific issue raised in the title of this chapter: the

use of patient data to enhance medical knowledge. To understand the scope

of health informatics it is important that the concept of medical knowledge be

given a broader definition than might be suggested by the above discussion of

basic science.

Medical knowledge could be defined as the principles or heuristics that we

abstract from experience and use to guide future action. There are various

elements to this; most obviously, the current state of scientific knowledge not

just in molecular biology but every other relevant discipline from physiology

to anatomy and psychotherapy to microsurgery. We would want to include

knowledge of different kinds: a basic clinical education in the characteristics

of diseases, the varieties of therapeutics and their application. In short, all the

sorts of things that we expect health professionals to learn in their academic

training.

Medical knowledge could, more broadly, be thought of as encompassing all

the things that a health care practitioner needs to know in order to carry out

clinical work. This means not just knowing about diseases and diagnoses but

also about the organisation of health care and the procedures followed in the

institutions through which health care is delivered. Medical knowledge could

include such facts as the telephone number that a junior doctor in a particular

trust has to call in order to book a computed tomography (CT) scan. This

might seem too specific or mundane a fact to be classified as medical know-

ledge, and we might want to call it information rather than knowledge, but it

is worth bearing in mind that readily available accurate and up-to-date

information of this sort is essential for the successful treatment of patients

and that the poor quality of such ‘directory’ information is currently a major

problem for the NHS and its staff.

This chapter looks at how medical knowledge is created, both in the sense

of knowledge about diseases and health problems and the sense of

knowledge about how health care organisations operate. There are several

processes at work here. Individuals learn from their own experience. Organ-

isations adapt in response to feedback about their performance. Scientific

knowledge advances through experiment. The management of health infor-

mation has some bearing on all these processes. Individual practitioners learn

better if they keep clear and accurate records of their decisions and review

them once the outcomes are known. Organisations become more efficient

and less error-prone if they record data that can be used to audit their

performance. Precise and accurate measurements, or other equivalent evalu-

ations, of patient outcomes are the basis on which treatments are compared

in scientific studies. The later sections of this chapter set out the ways in

which health informatics can be used to aid the processes by which medical

knowledge progresses.
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Learning from experience

We add to our understanding of what diseases exist, what form they take,

how they progress and how they are best treated, by a process that has a

number of stages and a number of prerequisites. First, someone has to

observe the problem. This might result in the publication of a paper describing

an unusual case or series of cases. These papers sometimes seem curiously

unscientific to a non-clinical reader. The data presented are not necessarily

the results of a trial or an experiment; they are simply the result of observa-

tions. The patients described in the paper might represent a subgroup of

patients not hitherto studied; they might be victims of a new disease or of a

previously unidentified special case of a common complaint.

If the paper is sufficiently interesting, if it either throws down a challenge to

those who thought they knew all about an area or if it seems possible that it

might affect patient outcomes, it will stimulate new research. This will be, or

should be, more obviously experimental in character. The current contro-

versy about the measles, mumps, rubella (MMR) vaccine was stimulated by a

paper in the Lancet identifying a group of 12 children who all had received the

vaccine and had a developmental disorder and an unusual gastrointestinal

abnormality9. The subsequent furore led to a number of research projects.

One group looked at the epidemiological data. They showed, to the satisfac-

tion of most of their colleagues, that although there had been a sharp increase

in the diagnosis of autism at the time the MMR vaccine was introduced, the

number of children diagnosed with autism had continued to increase steadily

while there had been a levelling off of MMR uptake, suggesting that the two

were not related10. The contrast between this study and the original report

could not be starker. The article in the Lancetwas based on a detailed personal

knowledge of a small group of patients, reported by the physician responsible

for their care. The subsequent study was based on the analysis of data

collected from thousands of patients, known only to the authors through

the fragments extracted from their medical records. A third group undertook

another form of investigation, using molecular techniques to ascertain that

measles virus genomes were present in patients who had both the develop-

mental disorder and the gastrointestinal abnormality but were not present in

a series of controls11.

Research paradigms

The term ‘paradigm’ is often used to denote a particular approach to research.

Research paradigms vary, for example, in the extent to which they deal with

quantitative or qualitative data, whether they are objective or subjective, or

experimental as opposed to observational. Let us look at these three distinc-

tions more closely.

We say that a research study is quantitative if the data generated by

the study are numerical. It does not matter what is being counted or
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measured – it might be the patient’s temperature, the proportion of cancer

cases correctly identified by the doctor, the mean waiting time of outpatients

or the number of nurses who rated a system as satisfactory. So long as the

outcome is expressed as a quantity, the research is quantitative. Qualitative

research, which can be just as rigorous, generates different kinds of data. One

common technique is the methodical analysis of interview transcripts to

identify significant themes. Such research is extremely valuable in assessing

the attitudes or reactions of patients and practitioners. (See Box 3.1 for an

example of a system using qualitative data.)

Most researchers attempt to be objective, to report their observations

free from the taint of their own expectations or prejudices.Most of us generally

accept, perhaps without thinking too much about it, that there is such a thing

as ultimate truth and that the job of science is to discover as much of it as

possible. There is, however, a contrary view, which holds that all observations

are inherently subjective and those that scientists attempt to pass off as the

truth, or as an approximation of it, are merely views with no more claim to

authority than any other. On this view, research that acknowledges its sub-

jectivity is more honest and perhaps more valuable. This view is much more

common in the social than the physical sciences. One example of a subjectivist

paradigm is ‘participatory’ research, in which the researchers actively engage

with the organisation or setting they seek to study. In ‘action research’, for

example, researchers may work with members of an organisation and help

them understand and improve its operation.

The final distinction is between experimental and observational research.

There is a view of science, sometimes called Popperian after the philosopher

Karl Popper, which holds that the aim of experiments is to attempt to prove

hypotheses false. The scientific method, then, involves first forming a theory

or conjecture and then testing it through experiment. Not all research follows

this pattern, however. Some researchers publish purely descriptive findings,

not the results of an experiment or attempts to test a theory, but simply an

account of what was observed.

Different paradigms will give different kinds of answers and therefore tend

to be applied to different kinds of questions. Research that takes a subjectivist

stance, uses observational methods and deals in qualitative data is more

commonly used in those areas of medical research that shade into sociology

or psychology. Research that sets out to be objective, experimental and

quantitative is usually grounded in the physical sciences. There is not a

straightforward dichotomy here, however. How would one classify an eco-

nomic evaluation of lung cancer screening, a comparison of patients’ attitudes

to telephone versus face-to-face consultations or an attempt to measure the

impact of acupuncture on back pain? Research can be subjective and also

quantitative or experimental but still qualitative.

The rest of this chapter looks in detail at three differentways inwhich patient

data can be used: case studies, longitudinal surveys and clinical trials.
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Box 3.1 Database of individual patient experiences (DIPEX)

Most medical research is concerned, at some level, with measurement.

Different medical sciences measure different things. Some measure

attributes of individual cells, others look at the behaviour of whole

organs, while still others are interested in how people, groups and indeed

whole populations can be assessed on some measure or set of measures.

The unit of study and the method will vary but by and large there is

something that is being quantified. Much that is of interest to us,

however, is hard to quantify, and some researchers, who are more

concerned with understanding the nature of the experience of illness,

work in a different paradigm, using what are known as qualitative (as

opposed to quantitative) methods.

One interesting project in health informatics, DIPEX (www.dipex.org),

aims to provide recently diagnosed patients with an understanding of

what they are likely to experience as they go through their treatment

and learn to live with its effects. The idea is to elicit information from

patients who have already been through the experience, analyse the

resulting data – which are essentially interview transcripts – and

present the results on a website in a way that combines the psychological

force of personal testimony with the greater reliability of evidence

gathered from a cross section of patients.

The website provides an interesting contrast to others described in this

book, e.g. the PubMed website of the National Institute of Health in the

USA. Such sites hope to have an impact through the improved

decision-making that will result from doctors, and in some cases patients,

having better access to more accurate information about diseases and

treatments. DIPEX is different. It is not primarily aimed at influencing

decisions. Rather the hope is that patients will be better able to cope with

frightening diagnoses or traumatic treatments having seen or heard what

other patients said about similar experiences.

The ‘experiences’ section of the website, which also includes a

discussion forum, is organised around a set of modules, defined around

broad – mainly diagnostic – categories such as breast cancer, heart failure

or epilepsy. The information in each module is indexed thematically and

by patient. The user can either review biographical information about

the patient, perhaps to find someone in similar circumstances to

themselves, or may search the thematic index for an extract that deals

with a particular issue.

The modules are built up from interviews. The interviewees are not

a random sample of patients with the condition. Rather the sample is

put together, following consultation with experts and patients, to

guarantee coverage of the relevant issues. Unlike most quantitative

studies where the sample size is determined in advance, the strategy is

to keep adding to the sample until the full range of patient experiences is
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Case studies

In September 1994 doctors at Guy’s Hospital in London examined a 16-year-

old girl of Cypriot origin12. She had been injured in a fall the previous March

and subsequently developed backache and numbness in her face and fingers.

By August her speech was slurred, her balance poor and she was becoming

clumsier. The doctors observed poor recall and dyscalculia. Her condition

continued to deteriorate and she died soon afterwards. A biopsy of the frontal

lobe revealed spongiform changes and plaques.

Around the same time doctors in Bristol were treating an 18-year-old man

who had been referred for depression13. His memory was deteriorating and

he suffered from hallucinations and delusions as well as a fear of water and

sharp objects, which meant he had stopped washing or shaving. His parents

observed that he had become apathetic and confused, unable to carry out

simple tasks like unlocking a door or boiling an egg. His doctors described him

as somnolent, ataxic and dysathric. He was admitted to residential care where

staff noted that he would sometimes scream without there being an obvious

source of alarm. Less than a year after the onset of his illness he was dead.

Biospy again revealed evidence of spongiform change.

Both these cases were histopathologically confirmed as Creutzfeldt–Jakob

disease (CJD), an illness rare in the population as a whole but vanishingly rare

in young people. In both cases the doctors were sufficiently surprised at this to

write letters for publication in the Lancet, describing the case and giving details

of their diagnosis. A year after the publication of these letters, the Lancet

covered. Most modules are based on 40–50 interviews. The researchers,

who generally have a background in the social sciences, interview

patients, usually in their own homes. The interviews are taped,

sometimes videotaped, and the tapes are then transcribed and

analysed. The analysis involves dividing the interview into segments,

associating each segment with a topic and then identifying significant

topics.

The set of significant topics is used to provide the thematic links

between the different patient interviews. The researchers then draft

‘topic summaries’ that bring together segments addressing the key topics.

The final step in the creation of the module involves selecting audio

and video clips to illustrate the key points that emerge from the

interviews.

The result is a site, which, by virtue of the careful approach to sampling,

interview and analysis, can hope to provide information and support

on themost significant questions that emerge frompatients’ experience of

diagnosis, treatment and living with the consequences of illness. Unlike

many other sites, the information is presented from the patient’s

perspective in terms that patients will recognise and understand.
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published a paper announcing the identification of what was, in effect, a new

disease: new variant CJD or nvCJD14. By then ten cases had been identified

and a distinctive neuropathological profile described.

The detailed description of an individual case is generally considered useful

either because it is typical of the disease or because it is not. Typical cases are

especially important in education; if we use good examples our explanations

of categories are clearer. They also serve a role in research: if one is going to

study an example in detail, one should use a good example. But we are also

intrigued by unusual cases that can serve to modify or extend our idea of an

existing concept, such as a disease. Cases are sometimes highlighted because

they cannot be understood in terms of any existing classification: they de-

mand a more profound rethink, such as the identification of a new disease.

Consider the problem from a statistical perspective. Let each case be de-

scribed by a set of terms. Let us give each term a number. Imagine, for

simplicity’s sake, that each number represents the value of some important

clinical parameter: e.g. temperature or pulse rate. If each parameter is given a

dimension, the set of numbers can be used as a set of coordinates, to allocate

the case to a point in some n-dimensional space. We can let n be 2; it will be

less plausible clinically, but easier to draw. The classification of cases is,

mathematically, a matter of defining distinct regions of space within which

clusters of cases that can be considered together, perhaps because they are

susceptible to a common clinical approach, are found (see Figure 3.1). Clin-

ical categories are sometimes defined by precise ranges of numeric values

(hypertension in terms of blood pressure, diabetes in terms of blood sugar),

but more commonly through a set of characteristics not all of which will be

present in every case. Imagine a region of space that is defined by a central

‘typical’ case. Other cases are classified not by the measurement of any

individual dimension but according to their distance from the typical case.

A new case might show that the boundaries of the region were drawn too

tightly. Or a sequence of new cases might show that the model is wrong in a

more fundamental sense. Perhaps we were considering as one disease a set of

cases that would be better understood as two or more diseases. Perhaps the

way we have constructed our space is inaccurate, and a useful classification

will require hitherto unrecognised dimensions. For example, there is a

known association between cholesterol and heart disease. There is a causal

link because cholesterol can lead to atherosclerosis, deposits of atheroma

plaque in the walls of arteries. One could plot total cholesterol levels against

incidence of coronary heart disease and find a correlation. There is, however,

a stronger association between cholesterol and heart disease that is to do

with the relative concentrations of two forms of carrier molecule, used to

transport cholesterol through the blood stream. Low-density lipoprotein

particles take cholesterol onto the sites where the body makes use of it,

high-density ones take it back to the liver for excretion. A patient with a

high measurement of total cholesterol may be at less risk than a patient

in whom a lower total measurement contains a disproportionately high
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concentration of low-density lipoprotein particles. We need to consider not

the single dimension of total cholesterol but the two dimensions of high-

density and low-density lipoprotein concentration.

The refinement and reorganisation of classifications is a fundamental part

of the process by which knowledge advances. In cancer, for example, the

treatment given will depend on the ‘stage’ of the cancer. Staging criteria are

periodically refined or revised. The more closely we study the effectiveness of

treatments, the more accurate our classification can be. Other factors also

come into play: we may wish to classify patients not just by disease or stage

but according to whether in any given case a disease has a genetic cause, and

then to specify the gene.

The microarray experiments used in the study of diffuse large B-cell lymph-

oma that were mentioned in the start of this chapter employed computer

algorithms to derive a classification of DNA samples, which proved to correl-

ate with the effectiveness of treatment. The data consisted of a small number

of samples, where the samples conceptually had many dimensions. The

goal of the classification was not to separate out the different dots in each

microarray but to separate out two different groups of patients on the basis

(4)

(2)(1)

(3)

Figure 3.1 A set of clinical cases classified on two dimensions. Let the squares be cases

we would classify as disease A and the circles cases we would classify as disease B.

Looking at the data in the first plot, it seems as though we can use the property

measured on the x-axis to distinguish between the two diseases. In the second plot,

new data mean that this is no longer the case, but the two sets are still clearly

separable. The data added in the third plot make the separation less clear. We have

cases on the line that would separate the two. In the fourth plot, it is plain that the

diseases cannot be distinguished on these two dimensions.
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of the measurements given in the microarray. In terms of the graphs pre-

sented above, the graph for a typical microarray study would have a pretty

similar number of points on it but would have 100 000 dimensions rather

than just 2.

To return to the example at the start of this section, it would be simplistic to

suggest that nvCJD was identified purely because of the case reports pub-

lished in the Lancet. There was already public concern about the possibility

that one could catch a spongiform disease from eating beef infected with

bovine spongiform encephalopathy (BSE) that had led to the setting up of

a unit to monitor incidence of CJD. In that sense the case reports were not

so much a challenge to existing thinking about CJD as a novel but not

unexpected development. This is an important point. In real life, data very

often do not fit exactly into the expected categories and so unexpected results

are, in general, not all that unexpected. They succeed in changing our view of

the world only if they show us a new way of looking at things that is either

more consistent with a range of troubling results or has some other intuitive

appeal.

If there had not been talk about the threat of a human version of BSE,

would the cases have been diagnosed as CJD? And even if they had, would

the clinicians have thought it worthwhile to report a rare but not unheard-of

event (CJD in a young person had been reported before, though not in the

UK), and if they had not how long would it have been before someone

collated the statistics from different parts of the country and identified the

dramatic increase in incidence?

Improved health information management should allow the collation of

accurate disease registers that will help researchers to monitor more effect-

ively the incidence of disease and to improve our understanding of the

genetic and environmental factors that affect health. These kinds of epidemi-

ological study are another way in which patient data is used to generate

medical knowledge.

Longitudinal surveys

Framingham is a prosperous community 20 miles west of Boston. It is the

largest town in Massachusetts and the home of the first man to die in the War

of Independence. Since 1948 it has also been the subject of an extraordinary

exercise in the collection and analysis of patient data15. Researchers seeking

to understand the causes of cardiovascular disease recruited 5209 men and

women between the ages of 30 and 62 who, every 2 years, return for

interviews, physical examinations and laboratory tests. Within 4 years, 34

heart attacks had been recorded and high blood pressure, high blood choles-

terol and obesity had been identified as possible risk factors. As the years have

passed, the investigators have been able to study a greater range of factors and

to explore how they relate, using increasingly sophisticated measurement

and imaging technology. In recent years the focus has been on the identifi-

cation of the genetic component of cardiovascular disease. Since 1971, 5124
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of the original participants’ children have been recruited into a second study

and it is now hoped to recruit 3500 of the original cohort’s grandchildren.

This is the kind of prospective longitudinal study that the UK Biobank,

mentioned above, seeks to emulate.

The data provided by the Framingham study have proved exceptionally

useful. By following a population of this size, monitoring physiological indices

and lifestyle factors and examining their relationship with the incidence of

heart disease, researchers have been able to identify, and quantify, the major

risk factors: high blood pressure, high total cholesterol with high-density

lipoprotein concentration, smoking, obesity, diabetes and physical inactivity.

The mathematics behind this analysis is based on a technique called regres-

sion. Let us again consider a problem that can be represented in two dimen-

sions. Imagine that we know the heights and weights of a group of people and

we want to predict the weight of another person whose height we know. We

can plot the heights and weights that we know and draw the straight line that

represents the best fit with the data. Once we have this line, we can work out

a predicted weight for any given height. How good the prediction is depends

on two things: the extent to which our data is a good sample of the relevant

population, and the strength of the underlying relationship – the correlation –

between height and weight. The mathematics is pretty simple. The general

equation for a straight line is

y ¼ aþ bx

So once you know the line, you have values for a and b and can obtain a

value for y for any given x. The same mathematics can be used for multivari-

ate regression, where the variable to be predicted depends on more than one

input variable, so the equation is

y ¼ aþ b1x1 þ b2x2 þ b3x3 þ b4x4 þ bnxn

In cases such as the prediction of cardiovascular risk,many ‘predictor’ variables

are not numeric quantities but observations that are either true or false. In such

cases we represent true as 1 and false as 0. Risk is numeric, but can take values

only in a certain range (limited at one end by impossibility and at the other by

certainty). The mathematics of regression require that we transform these

quantities into something that is linear, compute the regression, then trans-

form them back. The transformation, known as logit, replaces a value x by

ln (x=1� x) so that the equation for what is called logistic regression is

ln (p=1� p) ¼ aþ b1x1 þ b2x2 þ b3x3 þ b4x4 þ bnxn

where p is, for example, the 10-year risk of cardiovascular disease.

The Framingham researchers have used their regression equations to gen-

erate tables that allow you to calculate the 10-year risk of cardiovascular

disease for a given set of risk factors. A 37-year-old man with a systolic blood

pressure of 140 mmHg and total cholesterol of 170 mg/dl and high-density

lipoprotein concentration of 55 mg/dl and who is not diabetic has a 4%
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chance of developing coronary heart disease by the age of 47, if he does not

smoke16. The risk almost doubles if he smokes. These equations have become

extremely well known and have been made the basis for graphical tools to

help predict risk. Numerous websites also use the equations in online calcu-

lators, again to predict risk. Such tools are used by the general public, motiv-

ated by anxiety or curiosity, but also by GPs who increasingly believe that it

does not make sense to manage, for example, hypertension (high blood

pressure) in isolation, and that decisions about treatment should follow an

assessment of a patient’s overall risk17.

The contrast between the success of the Framingham equations and the

failure of the AAPHelp system, described in Chapter 1, is instructive. Both

projects used mathematical tools that would be unfamiliar to most clinicians

to derive numeric estimates of the risk of disease in a particular patient.

Clinicians have been happy to adopt the Framingham risk-factor model and

use the mathematical tools in dealing with their patients. The significant

difference between this and the AAPHelp system is in the data collection.

Remember that de Dombal concluded that ‘databases don’t travel’. The

Framingham risk equations have been applied in different settings and

among different populations. In the AAPHelp system the data were collected

simply to support the implementation of a system; this ended up constraining

the system by localizing it to a setting in which data were collected. The

Framingham study was designed as an epidemiological survey, so the data

were collected from a more broadly representative sample, which allowed the

findings to be treated as generalisable medical knowledge, established

through research. This was only later built into software calculators. The

notion of the ‘risk factor’, invented by the Framingham investigators, has

entered the clinical vocabulary. The identified risk factors, and indeed the

equations based on them, have proved more robust than the Bayesian prob-

abilities studied by the AAPHelp team. Clinicians using the Framingham

equations may not feel that they have grasped the mathematics behind the

model or that they could do the calculations themselves but they do feel that

they understand the medical basis for the predictions in a way that the users

of AAPHelp probably did not.

Increasingly, medical research is generating knowledge about risk. Surveys

like the Framingham study have identified risk factors for a range of diseases.

Known risk factors for breast cancer include the number of first-degree

relatives with the disease, age, use of hormone replacement therapy (HRT),

smoking, social class and age at first childbirth. Studies of other diseases have

uncovered links with diet, exercise, contraceptive use and so on. As our

understanding of the genetic basis of certain diseases increases, we will be

more able to identify who is at risk from which diseases and how great these

risks are. One of the most important tasks for health informatics in the

coming years is to develop the tools that will enable this information to be

used to best effect. We need tools that help doctors calculate the prior

probability of a patient having a disease before they recommend a test. We

44 Chapter 3



need tools to help patients decide how best to weigh up the risks and benefits

of the various options open to them.

Randomised controlled trials

After Britain joined the War of the Austrian Succession in 1740, Commodore

Anson led a squadron of six ships, which left England with the object of

rounding Cape Horn and attacking Spanish colonies on the Pacific coast. He

finally returned, almost 4 years later, having circumnavigated the globe,

captured a Spanish galleon of immense value in the Philippines and seen

action off the coasts of Chile and Peru. Perhaps the most extraordinary fact

about the voyage, however, is that, of the 1955 men who set out, 997 had

died of scurvy by the time Anson returned to England. In 1753 James Lind, a

Scottish naval surgeon, published a Treatise on the Scurvy, dedicated to Anson,

by then Admiral of the Fleet18. In it he describes the following experiment:

On the 20th of May 1747, I took twelve patients in the scurvy, on board

the Salisbury at sea. Their cases were as similar as I could have them.

They all in general had putrid gums, the spots and lassitude, with

weakness of the knees. They lay together in one place being a proper

apartment for the sick in the fore-hold; and had one diet in common to

all. . . . Two of them were ordered each a quart of cider a day. Two others

took twenty-five gutts of elixir vitriol three times a day upon an empty

stomach; using a gargle strongly acidulated with it for their mouths.

Two others took two spoonfuls of vinegar three times a day, upon an

empty stomach; having their gruels and other foods well acidulated

with it, as also the gargle for their mouth. Two of the worst patients

with the tendons in the right ham rigid (a symptom none of the rest

had) were put under a course of seawater. Of this they drank half a pint

every day, and sometimes more or less as it operated, by way of gentle

physic. Two others had each two oranges and one lemon given them

every day. These they ate with greediness, at different times, upon an

empty stomach. They continued but six days under this course having

consumed the quantity that could be spared. The two remaining pa-

tients took the bigness of a nutmeg three times a day of an electuary

recommended by an hospital surgeon . . .

The consequence was that the most sudden and visible good effects

were perceived from the use of oranges and lemons; one of those who

had taken them being at the end of six days fit for duty. . . . The other

was the best recovered of any in his condition; and being now deemed

pretty well, was appointed nurse to the rest of the sick.

This experiment was probably the world’s first ‘randomised controlled trial’

(RCT). Such experiments are now regarded as providing the best and most

secure foundation for ascertaining the effectiveness of treatments. It is pos-

sible to discover whether or not a treatment works only by means of experi-

ments on real patients: the treatment must be given to a group of patients and
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data then collected about the consequences for those patients’ outcomes.

Such experiments are called clinical trials. In order to allow a fair assessment

of the effects of any treatment, data must also be collected describing

what happens, or what happened, in the absence of that treatment. If such

data are collected, we say that the study is ‘controlled’. Ideally, we want to

compare what happens when the treatment is given (the intervention

condition) with what happens when it is not given (the control condition)

in the knowledge that the only difference between the two groups is whether

or not they receive the treatment. To be certain of this, the best thing to do is

randomly to assign patients (or consultations, or doctors, or hospitals or

whatever the unit of study is) to either the intervention or the control

condition. RCTs provide the most secure basis on which valid causal infer-

ences can be made about the effects of medical interventions.

From Lind’s account it seems that patients were assigned randomly to the

different conditions – although now we would expect to be given details of

the randomisation process. We are assured that their cases were as similar as

possible. We are also told that, in terms of where they were cared for and of

their general diet, they were managed in the same way. The intervention

(citrus fruits) is compared with a number of controls, including the contem-

porary recommendation of best practice. The outcomes are reported clearly,

and seem to show a significant difference in favour of the intervention. There

were only two patients in each condition so the sample size is obviously small,

and one could also question the length of follow-up. Nevertheless, it meets

enough of our criteria to be described as a valid RCT.

In order to understand the role of the RCT in medicine it is important to

understand its limitations. The RCT essentially poses a single question: it has a

binary outcome, a yes or no answer. This means that it is not an effective

instrument for many kinds of investigation: there are areas where our ignor-

ance is such that we are not in a position to formulate the sorts of questions

that can be answered in an RCT. It is, however, the most effective instrument

for answering questions about the relative effectiveness of two treatments or

about the effectiveness of a treatment compared to no treatment or to a

placebo.

Say we have enrolled 100 patients for a trial of a new drug. Of these,

50 patients are randomly assigned to receive the drug currently given (the

control group); 50 receive the new drug (the intervention group). Ideally we

would want neither the patients nor their doctors to know whether they

were in the intervention or control groups; if this were possible, we would say

that the trial was double-blinded. Clearly it is easier to do this if two drugs are

being compared than if the trial is assessing the value of amputation. Let us

stick with drugs. What could be concluded if 30 of the 50 patients in the

control group responded, compared to 35 of the patients in the intervention

group. The difference between the two proportions is 35=50� 30=50 ¼ 0:1. Is

this difference big enough to show that the new drug is better? Might it

not just be a matter of chance? The mathematics of ‘sampling distributions’
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allows us to compute a measure of the statistical variation that can be

expected for samples drawn at random from a set. The same mathematics

can be used to calculate the expected variation of a difference between two

proportions. It turns out that, assuming our 100 patients are representative of

the wider population of interest, we can estimate that in 95% of samples the

difference in proportions would fall in the range �0:08 to þ0:28. (See Chap-

ter 11 for a more detailed account of this kind of statistical thinking.) Since

this range includes zero, we cannot be 95% confident that the real difference

between the two proportions is not zero. So our experiment, like many

others, has not shown that the new drug was more effective than conven-

tional treatment.

The ‘confidence interval’ above was obtained by feeding the numbers from

the study – 35/50 and 30/50 – into the equations describing variation in

sampling distributions. The calculation of confidence, therefore, is nothing

to do with clinical realities, the life stories of patients or the professional

qualities of a research team. It simply reflects the brute fact that samples of

50 are on the small side for assessing a difference in proportions, so only a

larger effect than in this example would allow anything to be inferred with

the degree of confidence that clinical science conventionally requires.

One UK website contains records of more than 15 000 RCTs taking place at

the moment19. Pharmaceutical companies, universities, charities and other

organisations are all involved in evermore complex and intricate trials ad-

dressing increasingly detailed questions about treatments. The design, man-

agement and analysis of these trials is now a huge business. The regulatory

framework for such work has also grown more stringent; a researcher must

not just secure funding for the trial but also obtain ethical approval from the

institutions responsible for the patient’s care, demonstrate that the mechan-

isms proposed for the collection and analysis of data protect the patients’ right

to confidentiality and, last but not least, obtain informed consent from all of

the participating patients.

Many trials fail because they are unable to recruit an adequate number of

patients. Conversely, many patients who would benefit from the early access

to treatment and careful monitoring that trials involve are never alerted to

the existence of a relevant trial by their physicians.

There is a great deal of work to be done in improving the design, manage-

ment and analysis of trials. Health informatics can be useful: computer

software can help in the design of trials; web-based databases of clinical trials

can improve recruitment, alerting clinicians to the existence of trials;

purpose-built tools intended to manage the data collection and analysis

enable the secure management of complex trials.

Conclusion

Lind’s experiment did not bring about an immediate revolution in the man-

agement of scurvy. The general use of lemon juice was not mandated
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throughout the navy until 179320. Within 2 years scurvy had all but disap-

peared. Why were Lind’s results not accepted sooner? There are a number of

possible reasons. It was only a small trial and only one of the patients

completely recovered. The limitations of the experiment were not probably

very significant; it is more that clinical practice takes time to change in

response to evidence of any sort.

Careful observation allows valuable lessons to be learnt about the effect-

iveness of treatments, often, as was the case with Lind, in the absence of any

understanding of the explanation. Experiment plays a role, but a single

dramatic result is rarely sufficient to overturn a consensus or to change

established patterns of thought and behaviour. Medical knowledge today is

thoroughly grounded in scientific practice, and medical research is expected

to proceed by experiment. It would, however, be extremely Whiggish to

assume that we have, through gradual intellectual progress, arrived at a

peak of scientific rationality even assuming that we want medicine to be

scientific and rational. It currently takes around 6 years to go from thinking

of a research question, to securing funding and approval, to recruitment and

analysis and finally to completion and publication of a clinical trial. Once the

results are published it can still take a number of years before sufficient

supporting evidence is gathered for the results to be considered conclusive.

Even then there is often a further delay before a new treatment becomes

standard practice. Chapter 4 considers how health informatics can help im-

prove clinicians’ access to up-to-date clinical evidence.
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CHAP T E R 4

Access to medical knowledge

The story of Isabel Maude

Chickenpox, or varicella, is usually a trivial disease, a minor event of child-

hood. Some children, however, develop severe skin infections along with

chickenpox, and some of these can have serious consequences. In April 1999,

three-year-old Isabel Maude fell victim to toxic shock and necrotising fasciitis

4 days after contracting chickenpox1. She went on to suffer multiple organ

failure including cardiac arrest and was on life support in a paediatric inten-

sive care unit (ICU) for nearly 4 weeks and spent 1 month after that in

hospital. Her life was in extreme danger and there was a strong possibility

of brain damage. In the days before she was admitted to hospital, her parents

had been sufficiently worried to consult their GP and their local A&E depart-

ment. The medical staff they saw failed to recognise the complications of

chickenpox from which Isabel was suffering. And yet these complications,

although unusual, are documented.

I am writing this chapter on a networked personal computer. The clock

says 10.32 am. I start up a Web browser, go to the PubMed website (the

National Institute of Medicine’s online database of published medical re-

search), type in varicella and fasciitis as search terms. This simple search finds

32 articles, mainly in paediatric and dermatological journals, but there is also

one from the BMJ. It turns out to be a comment on a 1996 article, again from

the BMJ. Ironically this article is by the team at St Mary’s Hospital Paddington,

the hospitalwhere IsabelMaudewas treated. I can access the electronic version

of theBMJ via a link fromPubMed.Anothermouse click and I have the full text

in front of me. The article seems very clear and accessible, and the third

sentence of the first paragraph refers to a recent increase in reports of serious

bacterial infections, both during and after chickenpox2. The clock says 10.34

am. The whole process has taken less than 2 min. If this information is easy to

find, why could it not have been found by the doctors who first saw Isabel?

There are three reasons. First, rather obviously, I am working in an office

with a networked PC. A junior doctor in a busy clinic is under different

pressures and does not have such easy access to the relevant databases.

Second, I knew what I was looking for when I started my literature search.

If I had tried to search PubMed using a list of symptoms I would have got

nowhere. The third reason is more subtle. How do doctors and other health
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care workers recognise when there is something that they do not know? Or

when something they have learnt is out of date? Behind these three consid-

erations lie problems that come close to defining the field of health inform-

atics. How can we build systems that quickly provide accurate information to

busy people working in chaotic places? How can we help people find answers

to poorly defined questions? How can we provide alarms and reminders that

alert decision-makers to possible problems?

Doctors’ use of information sources

For the paediatric intensive care doctors who treated Isabel the underlying

problem is familiar. The knowledge required to deal with conditions like

Isabel’s exists in the health system but in too many cases it is not available

to the front-line staff most likely to have the opportunity to make an early

diagnosis. The evidence for this is more than anecdotal. Ely et al. carried out a

study on the information requirements of family doctors3. The researchers

waited in the corridor during consultations and then, in between consulta-

tions, spoke briefly to the doctors to identify the questions that had arisen.

The researchers were not interested in the kinds of questions that can be

answered by looking at the record, but rather in questions about medical

knowledge: ‘what is the name of this kind of rash?’ or ‘what is the right dose

for this drug?’. The doctors generated 1101 questions during the study, an

average of 0.32 questions per patient. Of these, 702 (64%) were not pursued.

Doctors said that they might at a later date seek answers to 123 of these

questions. For a further 148 they said that on reflection they were confident

that they knew enough to take the right decision. Which leaves 431 questions

that were never going to be answered.

Most (80%) of the 399 questions that were pursued were answered. Most

of the solutions (n ¼ 291, 92%) directly answered the question posed,

whereas 27 (8%) provided information related to the question. The answers

came from 156 different sources. One of the most revealing findings of the

study was that the mean time spent pursuing an answer was 118 s and the

median time was 60 s. Unless the answer can be found in less than 2 min, the

question will simply never be pursued.

In a similar study, Covell et al. monitored 47 generalists and specialists

practising internal medicine in ‘office practice’4. They found that 269 ques-

tions came up in 409 patient visits, roughly 2 questions for every 3 patients

seen. Only one-third of these questions were answered. Covell et al. con-

cluded that ‘in a typical half-day of office practice, four management de-

cisions might have been altered if needed information was available at the

time of the patient visit’.

This chapter deals with how doctors – and other staff – who aremost directly

concerned with patient care can be provided with easy and convenient access

to the ever-expanding corpus ofmedical knowledge. The story of IsabelMaude

is of interest, not just as a reminder of how serious the consequences of clinical
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ignorance can be but also because her experience inspired her parents and her

doctors to set up a medical charity, with the aim of providing a software

solution to this problem. Others have tried to use computers to provide rapid

access to relevant information for front-line clinicians, but their approach is

distinctive and interesting. Before considering these approaches, however, we

should review some of the more conventional solutions. First, we will look at

the three most obvious, and most traditional, sources of clinical information:

colleagues, books and journals. Each of these has advantages and disadvan-

tages and changes in how new technology allows us to access them.

Colleagues

In 36% of the cases in which the doctors in the Ely et al. study did attempt to

answer a question, they did so by contacting a colleague. This is the easiest,

most familiar and most common route to additional information or specialist

knowledge. There are clear advantages to it. It fulfils a social purpose as well

as an information-gathering role. A phone call is quick and convenient and

having a conversation about a problem allows us to elaborate our thinking

about a problem and makes it more likely that we will get the right answer.

Human beings are alert to the social and clinical context in which questions

arise and more likely than computers to suggest relevant information. But

there are problems with relying on colleagues to answer questions.

First, and perhaps most obviously, there is a risk that the person being

asked the question will be no better placed to answer it than the person who

asked it. In such circumstances a false sense of reassurance may be generated

by a colleague who is equally uninformed. A more subtle point is made by

Weinberg et al. 5 They asked 69 physicians who they turned to for advice

about heart disease and found that 90% of queries were dealt with by a

core group of six physicians. Informal communication networks can generate

enormous inefficiencies. From the point of view of the doctor asking

the question, it may seem just a quick phone call; from the point of view of

the person being rung, frequent interruptions may be an unwelcome and

even stressful distraction.

It is also worth noting that although talking to colleagues may be an

enjoyable and even psychologically necessary element in a working day,

the pressures generated by social interaction can create problems. Asking a

question involves admitting ignorance, which is acceptable if the question is

outside one’s speciality or if one is talking to somebody one knows and trusts,

but may not be otherwise. Equally a clinician may feel that he or she should

not be seen to ask too many questions, or may not want to ask the same

question twice.

Electronic access to colleagues

Some of the problems associated with the traditional ways of soliciting

information from colleagues can be addressed by using different forms of
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communications technology. Someonewishing to contact a colleague cannow

choose to telephone his or her desk number,mobile number, send a text, leave

a voicemessage, send an email or use a pager.Muchhas beenwritten about the

impact of email andmobile telephones onmodern life. In clinical fieldsmost of

the discussion has concerned the use of these forms of technology to support

communication with patients, but relatively little has been said about how

they can improve communications between professionals.

Sending an email is a simple alternative to making a telephone call and one

that allows the recipient to answer the question at his or her convenience.

Hospitals are known to be stressful environments in which to work and this is

in part because members of staff are frequently interrupted with requests of

various kinds. If a significant volume of communication can be shifted from a

synchronous (interrupt) mode to an asynchronous mode (such as email), the

overall efficiency of the organisation should improve6.

Two other forms of electronic communication between colleagues are

worth mentioning: communities of practice and telemedicine. There are a

variety of online discussion groups, news groups and bulletin boards for the

exclusive use of clinicians. Some function as mutual support networks.

Others, in which people seek to deepen their knowledge and experience in

a field, are termed online ‘communities of practice’7. These online commu-

nities are defined, in part, through a shared purpose, interest or need, which

very often is the exchange of information. A good example would be the

mailing list set up in 1994 to discuss the holistic care of ICU patients; another

was set up for psychiatric nurse researchers8,9. Such groups have advantages

and disadvantages as sources of information. It is easy and acceptable to ask

questions, including questions that one might be reluctant to ask a colleague

face to face. A much wider body of experience and opinion is potentially

available to provide an answer, but it is inevitably harder to know how to

assess the significance of the response.

In the course of the 1980s and 1990s researchers interested in how the new

forms of communications technology could alter the practice of medicine

began to use the term telemedicine for various applications that allowed

geographical and organisational boundaries to be breached10. Many of these

applications involved videoconferencing technology and most were aimed at

allowing patients access to remote physicians. Some of the applications,

however, involved communication between professionals. The technology

has, many people now feel, failed to transfer from research to routine use

except where the distances involved make face-to-face consultations imprac-

tical11. It is difficult to say exactly why it failed and the reasons probably vary

from application to application. Many professionals were surprised by the

ways in which the technology disturbed their normal routine practice and

found it hard to adapt12. One area of telemedicine that does seem to have

been successful is teleradiology, which allows a radiologist to interpret a

digital image (and medical images are increasingly created with digital equip-

ment) sent over a network, or even the Internet13. This makes it a great deal
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easier to seek a second opinion on an image or to send a case to a distant

specialist for immediate attention.

Books
Another common place to look for knowledge and information to help answer

a clinical question is the textbook. The advantages of textbooks should be

obvious enough. They are accessible, portable, familiar and authoritative.

They do, however, have a number of disadvantages. The information they

contain has been filtered, it is affected by the perhaps well-concealed preju-

dices of the author, andmany authors make assertions withoutmaking it clear

on what evidence these are based. Wyatt writes that in the Oxford Handbook of

Medicine only 1% of the details are referenced14.

The chief problem with textbooks, however, is that they are often out of

date. Indeed this is inevitable, given that they can take many months if not

years to write and at least an additional 6 months to bring to market. This is

not to take into account the delay between the original publication of clinical

evidence and its inclusion in standard textbooks. Antman et al. discovered

that the routine use of streptokinase in myocardial infarction began to be

advised in textbooks only in 1987, 13 years after a meta-analysis of clinical

trials would have revealed clear and compelling evidence to support it15.

The limitations of book publishing are partly to do with the generation of

content. They are also, in part, to do with the mechanics of both production

and dissemination. The cost of printing, binding, distributing, selling and

storing volumes of bound pages means that books are updated infrequently

and tend to stay on the purchaser’s shelves for years if not decades.

Electronic access to books

There are various ways in which new technology can enable content pub-

lished in book form to be updated more easily. The earliest attempts at

electronic publication involved distributing books on CDROM and this format

still has advantages. The software used in conjunction with the CDROM

allows the reader to navigate through the material in different ways, espe-

cially if comprehensive indices have been compiled. This can seem a great

advantage in theory but has to be weighed up against the advantages of

traditional forms of publication. We are used to navigating our way through

books and have highly evolved strategies for reading, skimming, searching

and browsing and can take advantage of a range of cues about information

implicit in the design and presentation of books. The real advantage of

CDROMs is that the marginal cost of ‘printing’ a CDROM is extremely low

compared to that of a traditional book, particularly a large textbook, and so it

becomes easier to supply a purchaser with frequent updates.

It is even more straightforward to issue subscribers with the latest version

of a book if the medium of publication is the Web. But although the Web has

transformed the way many of us access medical journals, very few medical
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textbooks have been published via the Web. The economics of the Web have

tended to mitigate this (although this may change with the advent of ‘wiki-

books’, as explained below). ‘ebooks’ are now being sold through the Web,

however. An ebook is simply a formatted textfile, generally downloaded, on

payment of a purchase fee, from the Internet to a portable digital assistant

(PDA), such as a Palm Pilot.

Accessing www.ebooks.com on 17 March 2005, I found 1707 books listed

under the heading ‘medical’. Not all of these, by any means, were aimed at

clinicians but many specialist and sub-specialist reference works were in-

cluded. An example relevant to the case of IsabelMaude is: AhrensW, Strange

G et al. Pediatric Emergency Medicine: Companion Handbook, McGraw-Hill. This

volume ‘covers the essentials of clinical signs, pathophysiology, diagnosis and

treatment of all pediatric emergencies commonly seen in the emergency de-

partment (ED) or the primary care setting. The outline format makes access to

critical information quick and easy.’ The advantage of ebooks is chiefly that

they are exceptionally portable. A single PDA can store many textbooks and

still work as a personal organiser. The disadvantages are that only a limited

number of books are currently available in this form, and many of those are in

editions aimed at theUSmarket. The limited screen size and resolution of PDAs

also constrains the way the texts can be displayed and read.

One of the recent developments on the Web is the ‘wiki’. Wikipedia defines

a wiki as ‘a website (or other hypertext document collection) that allows

users to add content, as on an Internet forum, but also allows anyone to edit

the content’16. The central idea is that all the content is available to be edited

by anyone with access to the Web. This requires, first, that easy-to-use editing

software be available to allow naive users to contribute. Second, there must

be a clear system with a set of templates to ensure that the diverse contribu-

tions form an integrated whole with a reasonably consistent house style.

Third, there must be an effective mechanism for correcting errors.

The term wiki, which comes from the ‘wiki wiki’ or ‘quick’ shuttle buses at

Honolulu Airport, was picked by Ward Cunningham, who came up with the

idea in the early 1990s. Wiki technology was used as the basis for an elec-

tronic encyclopedia, Wikipedia, launched in January 2001. Today, it is the

world’s largest wiki containing almost half a million articles (as of 17 March

2005). Other public wikis are listed at WorldWideWiki. The wiki concept is

also being used to allow authors to collaborate on open-access textbooks. This

movement is in its infancy but already medical textbooks are being put

together.

Journals

Publication in scientific and medical journals is the usual way to disseminate

new ideas, experimental results or analytical findings. Journal articles are up

to date (although it is worth noting that the process of peer-reviewed publi-

cation can take a year or so, and the data discussed may have taken several

years to collect), comprehensive and widely available. They are not, however,
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ideal as an information source for the busy clinician. First, there are more

than 5000 medical journals published worldwide every month. There are

more than 15 million medical articles on library shelves17. Even with the

tools now available for searching databases of published articles, the sheer

scale of the medical literature is inevitably discouraging.

A vast majority of published articles are read by only a handful of readers

in the same field, cited once or twice at best before they disappear into the

archives. It is neither cynical nor controversial to say that the primary motive

for publication is career progression and so a great many unnecessary articles

are published.

The presence of a great deal of dross is not the only difficulty facing a

clinician who tries to answer a question by using the primary research

literature. Many, if not most, of the articles are written as contributions to

clinical research rather than as attempts to help clinical decision-making. This

means that even when the information in the article is genuinely useful, it is

often written up and presented in such a way that a practising clinician will

struggle to find it.

Electronic access to journals

Most medical journals are now available in an electronic form. PubMed

provides an easy interface to a comprehensive list of published articles,

many of which are accessible, in their electronic form, via a link from the

PubMed search engine. Researchers and practising clinicians can therefore

get at the literature from anywhere with Internet access, subject to a financial

constraint: the electronic forms of journals are available only to people who

can either identify themselves as subscribers or who are prepared to pay a fee

for one-off access. Free access is generally restricted to employees of organ-

isations who have paid some form of subscription, perhaps the cost of an

institutional subscription to the paper form of the journal.

The economics of academic publishing are a little different from those of

conventional publishing in that the content is not paid for by the publisher.

Neither the author nor the funding body that paid for the research therefore

have any interest in restricting the readership to those who are prepared to

pay for it. Research organisations are now considering alternatives to trad-

itional journal publication, which might provide cheaper access to research

findings. The problem is that journals perform a number of functions in

addition to the obvious one of the dissemination of research; they provide a

form of quality control. One alternative to traditional journal publication is to

set up an organisation that can play the same role as a traditional journal –

sub-editing, ensuring peer review and publicising journal content – but

which is supported financially by the organisations that fund research, with

the consequence that the content can be made freely available and copyright

retained by the author. Biomed Central is one such organisation, hosting a

number of open-access journals18.
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New forms of clinical information

Systematic reviews

It is tempting, given how difficult it is to find practical advice in journal

publications, for the busy reader simply to ignore the primary literature.

This has led to a growing demand for what is termed ‘secondary literature’.

A number of specialist journals, databases and websites now publish critical

reviews of the evidence relating to common questions. If, for example, I want

to know whether angiotensin converting enzyme inhibitors improve out-

comes following acute myocardial infarction, I could go to PubMed, type in

angiotensin converting enzyme inhibitors and acute myocardial infarction. This

search identifies 1982 articles, 370 of which are clinical trials published

in English. Sifting through this evidence to come to an informed decision

would take a long time. One alternative would be to consult a site organised

like the BMJ’s Clinical Evidence at http://www.clinicalevidence.com. Navigat-

ing through a hierarchical structure leading from cardiovascular disorders to

acute myocardial infarction to benefits from angiotensin converting enzyme inhibi-

tors leads to a summary of the available evidence.

One overview and one systematic review in people within 36 hours of

acute myocardial infarction have found that angiotensin converting

enzyme inhibitors versus placebo significantly reduce mortality. The

overview also found that angiotensin converting enzyme inhibitors

versus control significantly increase persistent hypotension and renal

dysfunction. The question of whether angiotensin converting enzyme

inhibitors should be offered to everyone presenting with acute myocar-

dial infarction or only to people with signs of heart failure remains

unresolved.19

The reader is referred to the two reviews, one published in Circulation and the

other in the Journal of the American College of Cardiologists. More information is

also given on the evidence about the benefits and dangers of this treatment

and there are remarks about the form further research should take.

A systematic review, like the one referred to in the quotation, is an attempt

by a small team or even an individual to assemble all the published, or even

unpublished, evidence relating to a well-defined question. To do this it is

necessary to trawl the databases of published research – such as PubMed –

and identify trials or research funding that may have led to unpublished

research. Such trials are then appraised, first to confirm that they are relevant

to the question under review, and next to find out whether they meet agreed

standards of scientific rigour. The studies that meet the criteria are analysed,

classified and categorised so that the results can be published as an overview,

which makes it easy to see whether the available evidence provides an

answer to the original question. The systematic review is one of the key

elements in the practice of evidence-based medicine, as described in

Chapter 1.

Access to medical knowledge 57



One of the prime movers in encouraging people to carry out systematic

reviews of the evidence relating to a particular question has been the

Cochrane Collaboration, an international non-profit and independent organ-

isation founded in 1993 and named after the epidemiologist, Archie

Cochrane20. Its site at http://www.cochrane.org contains not just abstracts

of the systematic reviews relating to literally hundreds of common clinical

questions but also guides describing how to carry out systematic reviews and

appraise clinical evidence.

Clinical guidelines

Initiatives such as the Cochrane Collaboration want to allow new research

findings to change clinical practice more quickly. Other sites try to alter

clinical practice by publishing clinical guidelines or protocols for the treat-

ment of particular conditions. At first glance this approach might seem un-

duly prescriptive, and it has been criticised on these grounds. But guidelines

do not have to be prescriptive, and a clinical guideline could be pretty much

the same as a user-friendly presentation of the results of a systematic review.

One good, reputable source of evidence-based guidelines is the Scottish

Intercollegiate Guideline Network, which can be found at http://www.sign.

ac.uk/.

As well as publishing clinical guidelines, in both a summarised and com-

prehensive form, the website explains the methodology used to develop the

guidelines21. The methodology for SIGN guidelines is based on three key

principles:
. Development is carried out by multidisciplinary, nationally representative

groups.
. A systematic review is conducted to identify and critically appraise the

evidence.
. Recommendations are explicitly linked to the supporting evidence.

Box 4.1 shows the criteria used to grade the evidence on which the

different categories of recommendation are based.

The term ‘guideline’ can, however, be used to refer to a variety of things,

and that is one of the problems with clinical guidelines: there are an enor-

mous number of them, produced and disseminated by different bodies and

not all of them are grounded in clinical evidence, and even when they are,

this is not always well documented. Hibble et al. published a short but

engaging article describing guidelines as the ‘new Tower of Babel’22. In a

survey of 22 general practices they found 855 clinical guidelines, a stack of

paper weighing 28 kg. Clearly the impact of any one guideline is going to be

limited because it is competing for the GPs’ attention with a multiplicity of

others. The authors write that we should consider electronic means for

disseminating guidelines.

A systematic review of evaluations of attempts to change practice seems to

show that guidelines are effective23. The assessment of the comparative

effectiveness of different attempts to change clinical practice has shown that
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no method is always successful and that passive information interventions

(such as mailing a guideline to GPs) are unlikely to work. The question then

arises of whether guidelines can be used actively, to generate reminders of the

appropriate course of action. This can be achieved if guidelines are dissemin-

ated electronically as part of a decision support system.

Decision support systems

The first decision support systems were created as a result of research into

what were called expert systems. The idea was that you could build computer

systems that would represent the facts used in making diagnoses and imple-

ment the algorithms used in clinical reasoning. It was assumed that the

superior storage and processing capacities of a computer would allow it to

perform as well as an expert.

One of the best-known decision support systems was the Quick Medical Re-

ference system, which was based on an earlier research project: Internist-124.

Box 4.1 A set of criteria used to grade levels of clinical

evidence and appropriate recommendations

Statements of evidence:

Ia Evidence obtained from meta-analysis of randomised controlled

trials.

Ib Evidence obtained from at least one randomised controlled trial.

IIa Evidence obtained from at least one well-designed controlled study

without randomisation.

IIb Evidence obtained from at least one other type of well-designed

quasi-experimental study.

III Evidence obtained from well-designed non-experimental

descriptive studies, such as comparative studies, correlation studies

and case studies.

IV Evidence obtained from expert committee reports or opinions and/

or clinical experiences of respected authorities.

Grades of recommendations:

A Requires at least one randomised controlled trial as part of a body of

literature of overall good quality and consistency addressing the

specific recommendation (evidence levels Ia, Ib).

B Requires the availability of well-conducted clinical studies but no

randomised clinical trials on the topic of recommendation

(evidence levels IIa, IIb, III).

C Requires evidence obtained from expert committee reports or

opinions and/or clinical experiences of respected authorities.

Indicates an absence of directly applicable clinical studies of good

quality (evidence level IV).
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The researchprojectwas takenupand turned into a commercial product byone

of the more successful companies dealing in health knowledge and informa-

tion. The system contained a knowledge base of facts of about 600 diseases and

4500 clinical findings used in their diagnosis25. Users of the systemwould start

by enteringan initial set of clinical findings describing their patient’s case. These

findings were then used by the system to generate hypotheses. The user could

then review the hypothesis set and enter further findings and test results in

pursuit of different diagnostic strategies, for example, to try and rule out

alternative diagnosis or to increase the evidence in favour of the preferred

hypothesis.

The hypotheses would be diseases that, according to the knowledge base,

were associated with the entered findings. The system calculated a score for

each hypothesis. The calculation was a complex one; it took into account not

just the strength of the association between each of the entered findings and

the disease but also the number of findings that would be explained by the

hypothesis, the number of findings that it failed to explain and the number of

other findings that would have been expected, but which were absent.

The knowledge base of quality media resources (QMR) consisted of two sets

of facts linking findings and diseases. One recorded the evoking strength,

which was a subjective measure of likelihood of the disease given the

symptom. A sign with an evoking strength of 0 would be completely non-

specific while a sign with an evoking strength of 5 would always suggest the

disease. The other set of facts, termed frequency, was a subjective measure of

the likelihood of the symptom given the disease. A sign rarely seen with a

disease was given a frequency of 1 and a sign seen in essentially all cases was

given a frequency of 5 for the disease. For example, red hair is found in about

half of the patients with skin cancer, and would therefore have a score of 3 for

frequency. Nevertheless, if a patient has red hair, that in itself is not sufficient

to suggest that he or she has skin cancer, so the sign would have an evoking

strength of 0 for skin cancer: completely non-specific. QMR used the ratings

of frequency and evoking strength for the findings entered by the user to

derive a score for each possible explanation of an entered finding; a threshold

on the scores would determine which of the competing explanations made it

into the hypothesis set.

The success of the system was therefore critically dependent on the accur-

acy and completeness of the ratings making up the knowledge base, which in

turn meant that the system’s developers had to give a great deal of thought to

the process by which the ratings were obtained and kept up to date. The

procedure followed in developing, extending and updating the system was

organised around the notion of a disease profile, a list of 25–250 findings

associated with the disease. The knowledge base was extended through the

addition of new disease profiles. The creation of a profile involved, first, a

search of the relevant textbooks and research literature and next consultation

with relevant experts. The results were then reviewed by the QMR project

team and tested with ‘classic’ cases.
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A number of evaluations of QMR have been published. There are no RCTs

in which the outcomes for patients treated by doctors using the system are

compared to those of patients treated by doctors not using the system. It is

probably not realistic to expect a tool of this kind to have an impact that could

be measured in that way. Broadly speaking, assessments of QMR have fallen

into one of two categories: some have looked at the accuracy of the sugges-

tions generated by the tool; others have looked at the impact of those

suggestions on clinicians’ decision-making. Although some studies use cases

derived from real life, all were carried out as ‘laboratory’ experiments in

which users had to use the system rather than field trials, in which they

were free to choose when to use it. Almost all involved users working with

sets of notes or scenarios described by the experimenter, rather than actual

living and breathing patients.

Assessments of the system’s accuracy generally measured the percentage

of cases in which the ‘correct’ diagnosis is one of the first five hypotheses

generated by the system. What counts as ‘correct’ is of course a tricky issue.

Graber and VanScoy looked at 25 patients who presented to the ED with a

diagnostic question and found that when the patient data collected in the ED

was entered into QMR, the correct hypothesis was in the top five 32% of the

time26. They defined correct as being the final diagnosis when the patient left

the ED, which they concede may not have been the true diagnosis. Lemaire

et al. reviewed the notes for 1144 cases treated in a tertiary hospital and

identified 154 patients referred for an undiagnosed disease and for whom a

final definitive diagnosis was obtained27. They took from the notes the infor-

mation available at the time of referral and entered it into QMR. The correct

response was generated, as a top five hypothesis, 38% of the time. The

authors found that it was able to identify rare diseases correctly, for example,

suggesting thoracic actinomycosis as the diagnosis for a patient with the

following findings: fluctuant chest-wall mass, cough, fever, chest pain, dys-

pnoea and hoarseness, leukocytosis and anaemia, and a chest radiograph

showing a pleural mass, nodules and hilar densities. The system fared less

well on non-specific presentations. One of the patients in the study was a 42-

year-old woman with a 10-day history of nausea, myalgia, fever and chills,

headache, pain in the lower abdominal region and anorexia and also hepato-

megaly, leukocytosis, mild anaemia and a tender abdomen. In this case the

correct diagnosis, tubo-ovarian abscess, was the 156th suggestion.

At least one published trial of the system found that it was an effective tool

in influencing clinical decision-making, although perhaps of greater benefit

to students and junior doctors than their more experienced colleagues.

Friedman et al. recruited 216 clinicians who each reviewed 9 of 36 paper

cases, and recorded a differential diagnosis set before and after using either

QMR or a competitor28. They were rated on the crude measure of whether or

not the ‘correct’ diagnosis was included in the set but also on a specially

designed measure of diagnostic quality. The quality score combined a meas-

ure of the plausibility of each component listed with a score for the ranking
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given to the correct score. The correct diagnosis was generated by the soft-

ware in 40% of cases. The correct diagnosis figured in users’ differential

diagnosis sets on 39% of occasions before using QMR and on 46% of occa-

sions after QMR. The mean score for diagnostic quality went up from 5.6 to

6.2 when the system was used.

However, QMR has now been suspended from sales. The last software

version ran on Windows 98 systems. The knowledge base is still owned by

First Databank and was last updated at the end of 2002. In the long run, the

system has met the same fate as AAPHelp. The market for decision support

tools is an uncertain one. It is not clear exactly what we should conclude from

past failures. A newer version of QMRmarketed via theWeb and available for

use on a PDA might well prove a more successful product. Tools that provide

the same kind of assistance are being developed, although they are generally

developed more as aids for accessing information about diseases rather than

as tools to help in decision-making.

Guideline-based decision support

Hunt et al. published a systematic review of clinical trials of decision support

systems, which found clear evidence for the effectiveness of such systems,

with 43 out of 65 trials showing an improvement in physician performance29.

Perhaps the most telling finding in their review, however, was that only five

of those trials had been carried out for diagnostic decision aids and, of them,

only one had shown an effect. It was an unstated assumption of the pioneers

of expert systems that diagnosis was the decision on which such systems

should concentrate. The assumption seemed to have been false, although a

more recent review found ten trials of diagnostic systems of which four had a

positive result30. Nineteen of the systems reviewed by Hunt et al. were

described as preventive care or reminder systems and 14 of them were

found to have been effective. For example, Safran et al. described a controlled

trial of a computer-based patient record system that generated messages to

alert clinicians to events specified in guidelines for human immunodeficiency

virus (HIV) care. They found greatly improved response times31. Pestotnik

et al. carried out a careful study of the use of decision support systems with

guidelines, put together by local clinicians, for antibiotic therapy32. They

found that the use of antibiotics was better targeted, costs were reduced and

the emergence of antibiotic-resistant pathogens stabilised.

The Isabel decision aid

The Isabel Medical Charity wanted to build a system of the sort that the early

developers of expert systems had envisaged, one that would help with diag-

nosis. The decision aid at the centre of the Isabel site works, at least in broad

terms, in the same way as QMR: you enter a set of symptoms and it suggests

possible diagnoses. The two systems, however, work in entirely different

ways. Essentially Isabel works like an Internet search engine33. In QMR, the

computer contains a set of facts about the way symptoms relate to diseases
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and an algorithm that, given a set of symptoms, can use these facts to identify

a set of plausible diseases. In Isabel, the system contains a set of texts describ-

ing diseases and an algorithm that, given a set of symptoms, can identify the

set of texts that describe the most likely diseases.

I said earlier on that searching a database of research such as PubMed –

which like Isabel is made up of a set of texts – using a set of symptoms as

keywords would not return a set of articles describing possible diagnoses. But

there are two key differences between PubMed and Isabel. The first is the

nature of the textual content: Isabel contains text fragments that

were obtained by dividing standard paediatric textbooks into sections, one

disease per section. The second is that Isabel does not have a standard search

engine but uses software supplied by a company called Autonomy. According

to the company’s website: ‘Autonomy’s software identifies the patterns that

naturally occur in text, based on the usage and frequency of words or terms

that correspond to specific ideas or concepts. Based on the preponderance of

one pattern over another in a piece of unstructured information, Autonomy

enables computers to understand that there is x% of probability that a

document in question is about a specific subject’34. We come back to Bayes’

theorem.

The system is still being evaluated and it remains to be seen whether the

approach will fare any better than QMR. Even if it does not, it is likely to be

influential. More and more effort is going into the development of search

tools capable of identifying documents by analysing their content and creat-

ing a model of the user’s preferences. Autonomy’s software works on the

basis of an analysis of textual patterns, probably looking at the frequency with

which different combinations of words occur in fragments at different dis-

tances apart. Other researchers are looking at tools that have a more explicit

model of language and the roles different words play. For example, PASTA is

a database of papers on molecular biology that can be accessed via a query

system that combines domain knowledge with the automated interpretation

of texts35. It is likely that text-retrieval systems will come to be used in much

the same way as decision support systems. These systems will use techniques

of analysis and reasoning that have been developed through research into the

artificial intelligence, where the original work on expert systems started.

Conclusions

No single clinician’s experience can provide an adequate basis for making

decisions about treatment or diagnosis. The mechanisms we use to share

knowledge drawn from the experience of others now generate such an excess

of information that we need to reflect on how best to use it to answer clinical

questions.

Attempts to use computers to solve the information problem in health

care began with the development of expert systems and continued with

the development of decision support systems. These proved least effective
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where they were first thought to be most needed, in helping with diagnosis.

They have, however, proved effective as tools for the dissemination of clinical

guidelines; indeed it is argued that such guidelines are most likely to be

effective if they are computerised.

Attempts to address the information problem have led to the development

of evidence-based medicine and of databases containing systematic reviews.

The Internet and the World Wide Web mean that these databases are now

readily accessible to clinicians. This ease of access is bound to increase as

computers become smaller and more widely used. Creating more intelligent

tools for accessing these databases will also help clinical decision-making.

There are those who argue that findings from published research are

implemented so slowly in clinical practice not because there is an ‘informa-

tion deficit’ problem but rather a ‘behaviour change’ problem. On this inter-

pretation the difficulty is not about getting the information to practitioners

but creating the conditions that enable them to change their practice. Poses

et al. found that improving clinicians’ understanding of the deficiencies in

their own decision-making failed to change their behaviour36. Macfarlane

et al. attempted an educational programme aimed at reducing inappropriate

prescription of antibiotics by GPs37. When this did not work, they looked

more carefully at the problem and discovered that GPs’ prescribing behav-

iour, in this area at least, was not determined by what they thought was

correct but by what they thought their patients expected. The authors then

designed a patient information leaflet, which helped reduce the demand for

inappropriate prescriptions. Later chapters look at not just how to build tools

that can get information to clinicians but how to take into account the setting

in which they are to be used.
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CHAP T E R 5

Representation

The goals of health informatics

Part 1 described three grand challenges for health informatics: improving the

recording and organisation of patient data, using data in research and, finally,

ensuring that the knowledge so gained is used to best effect. A variety of tools

will be required to meet these challenges: electronic health care records that

allow the sharing of information between different institutions; systems that

can find patients who fit the inclusion criteria for new clinical trials and

decision support tools capable of checking prescriptions in order to avoid

allergies and dangerous combinations of drugs.

There are technical and practical problems here, but there is also a compel-

ling intellectual problem, one which has bedevilled research in this field for

decades, and which is of such subtlety that it is often quite hard to see that

there is a problem at all. It is certainly not obvious precisely how to characterise

it; it could be described as the problem of representing ‘meanings’. It is,

essentially, the subject of this chapter.

Imagine that a patient goes to see his or her GP with a set of symptoms

suggestive of diabetes. The GP records the patient’s history and adds ‘?Diab’.

Later, when the test results come back, the record is amended to say ‘Dx

confirmed’. The doctor’s meaning is absolutely clear: the patient has been

recorded as having diabetes. In fact the meaning is so clear that it is a shock to

realise just how hard it would be to write a program that was able to analyse

the record and identify this patient as a diabetic. The program would have to

do more than just recognise the abbreviations; it would have to identify the

role of the first statement as a particular kind of observation about the patient

(a provisional diagnosis) and the second statement not as a new statement

about the patient, but a modification of the earlier one. We are so good at

seeing the meanings behind written or spoken words that it is actually quite

difficult to work out precisely what we have to do to get from the words to the

meanings.

Programming computers to understand language

If you watch an old sci-fi movie, like Stanley Kubrick’s 2001: A Space Odyssey,

you can see how misguided people’s expectations of the development of

computers were. Computers in the 1960s were rare, large and expensive

items and had fairly limited capabilities. At the time, people imagined that
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computers now would still be rare, large and expensive but would rival

human beings not just in their capacity to perform calculations but also in

their capacity for intelligent thought, interpretation of language and sensory

perception. As we know, computers now are incredibly small, relatively

cheap and therefore astonishingly common. But they are pretty poor at

performing many tasks humans are good at, the use of language being a

prime example. In terms of intelligence, our computers are closer to those

of the 1960s than they are to HAL.

Why was it so much harder than people expected to develop intelligent

software? Consider one specific aspect of intelligent behaviour: that involved

in understanding language. Part of what we do when we interpret language is

to identify the concepts or ideas that words represent. Researchers sometimes

talk about understanding language as though it is a process of translation,

from the language of words into the language of thought. Broadly speaking,

there are two views as to the reason it seems difficult to program computers to

do this: first, it seems difficult because it is difficult; and second, it seems

difficult because, actually, it is impossible.

The ‘Cyc’ project

Awell-known researcher in the difficult-but-doable camp is Doug Lenat, who

takes the view that we can interpret language only by bringing to bear an

enormous amount of knowledge, particularly the sort we acquire effortlessly

as a consequence of being the kind of creature that grows up surrounded by,

and communicating with, others. This knowledge is not so much of the sort

you find in the encyclopaedia as of the knowledge you need to have to be able

to read the encyclopaedia. The point is that an encyclopaedia’s authors will

assume that you already know that trees are usually outdoors, that once

people die they stop buying things and that glasses of liquid should be carried

the right way up. It is almost impossible to imagine the range and scope of

such knowledge, but that does not mean, at least not in Lenat’s eyes, that it

cannot, eventually, be elucidated, rendered explicit and represented on a

computer. And that is exactly what he is attempting to do, in a project called

‘Cyc’. Critics of the project argue that it is not enough simply to possess this

kind of knowledge; one has to know which bits are relevant, and this involves

a different, intuitive knowledge, something more akin to possessing a skill

than to being aware of a fact. It is worth noting that although the initial R&D

project is now over and the Cyc Corporation has a website that advertises

commercial products, it does not seem to have transformed the way in which

we interact with computers1.

The Chinese Room argument

The argument that computers will never understand language has been put

forward by a number of philosophers over the years, one of the best known

being John Searle. On his account, understanding is not a matter of manipu-

lating symbols but rather of being sensitive to the meaning of those symbols.

70 Chapter 5



He would argue that even if one could automate a process of translation from

one set of symbols to another, it would not help because some other kind of

process is needed to move from symbols to understanding.

He uses a powerful thought experiment to get his ideas across2. Imagine

that someone is in a room with a large book and a stack of tablets on which

Chinese characters have been inscribed. The room has two windows. More

tablets of Chinese characters are being passed in through the first window

and, for each sequence of characters passed in, the book lists a sequence of

characters to be passed out through the second window. The person in the

room has to collect the tablets as they are passed in, look the characters up in

the book and then pass the appropriate tablets out. Imagine that the book is

so well designed and so comprehensive that the illusion is maintained that

the person in the room understands Chinese. Searle’s point is that this would

be an illusion. Most people would not want to say that the person or the book

or the room or the person-book-and-room together understands Chinese. It

would seem to follow, from this, that understanding must involve something

other than manipulating symbols according to predefined rules, which is,

classically, all that a computer can do.

Representing meanings

It is clear, therefore, that after 40 years of research, we are still a long way

from computers capable of making effective use of ordinary language and that

there are powerful, if contentious, arguments to the effect that understanding

is an intrinsically human capacity. Given all this, one should perhaps be

sceptical about the potential for computers to interpret language. Health

informatics, of course, does not require the creation of computers capable of

understanding natural language, but it does require computer systems that

can represent concepts rooted in human experience, and many of the same

issues apply.

One of the major aims of health informatics is the development of clinical

decision support tools integrated with the patient record. The idea is to codify

the knowledge used to make decisions on diagnoses, treatment and so forth,

and represent it in terms of rules that can be automatically tested against

the contents of computer-based records. This would be easy if the rules could

be tested against patient histories simply by checking if the words used in

these rules are present in the histories. The problem occurs when the rule to

be tested contains a condition, say ‘a tumour of more than 1 cm in diameter’

and the record contains a statement that matches the condition but that is

expressed in a completely different way, e.g. ‘palpable lump in left breast’. We

want to find a way of representing the meaning underlying the words, so that

the statement in the rule matches that in the record. But representing ‘mean-

ing’ in a computer is exactly what we do not seem able to do.

Much of the research in health informatics aims to build systems that

circumvent this problem. There are two ways of doing this: one is to build
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systems that do not need to represent ‘meanings’ in this way; the other is to

capitalise on the extent to which scientific medicine is a formalised body of

knowledge and, therefore, one that can be analysed, codified and represented

in computer programs. A great deal of the work in health informatics involves

trying to exploit the inherent structure in medical knowledge in order to

build representations that can capture enough of the meaning of clinical

terms to allow us to build computer systems that work well enough to be

useful. The rest of this chapter looks more closely at the idea of representa-

tion, and the way information is represented in computer software. First, we

will analyse the most straightforward form of representation: pictures.

Pictorial representations

Consider an X-ray image and the process by which it is created. To take an

X-ray, a body is positioned between an X-ray source and a sheet of X-ray film.

The film records the pattern created by the X-rays that pass through the body.

This pattern contains information about the body because the tissues in the

body absorb some of the X-rays, and some kinds of tissue absorb more than

others. Bone absorbs more X-rays than soft tissue and so a region of X-ray

film that lies behind a bone will be exposed to fewer photons than one lying

behind soft tissue. Such a region will show up as white when the film is

developed. The arrangement of light and dark on the film provides informa-

tion about the arrangement of different tissues in the body. We can say that

the image represents or depicts the tissues, or, more correctly, it depicts the

radio-absorbent properties of the imaged tissues (Figures 5.1 and 5.2). The

image conveys information about the anatomy because the process by which

the image was created ensures that anatomical properties are directly observ-

able in the image (see Box 5.1).

X-ray source

Film

Figure 5.1 An X-ray image of a body is created by positioning the body between a

camera and a film. Some of the photons are absorbed by the body, others pass through,

creating a pattern of light and dark regions on the film that corresponds to the X-ray

absorbent properties of the body.
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X-ray source

Film

Figure 5.2 Some photons are deflected as they pass through the body. These ‘scattered

photons’ create errors or ‘noise’ in the image since they are interpreted as having

passed through the body in a straight line.

Box 5.1 Molecular imaging

We see the world as we do because the photoreceptive cells in our retinas

respond to light reflected from the surfaces of the objects around us and,

in doing so, tell us something about how those surfaces are arranged in

space. The extraordinary thing about X-ray imaging is that X-ray film

responds to radiation that has passed through certain materials, so X-rays

tell us about things we cannot see, things that lie behind the visible

surfaces. We can use X-rays to create a variety of different kinds of

image. Computed tomography (CT) uses X-rays to create a set of images

of slices through a patient, a stack of which can then be assembled by

computer into a 3D image. Each slice is created by rotating an X-ray

source around the patient’s body, capturing a large number of

measurements of transmitted X-rays for points on the circumference.

Each measurement is then used as an estimate of the pixel values for all

the points along the ray between the X-ray source and detector, i.e.

along a line through the centre of the circle. Back-projecting in this way

for each measurement allows an image to be built up. It is as though the

X-ray measurement is a quantity of ink that is then smeared back,

drawing an even line, and as more and more lines are added, a picture

gradually emerges.

There are disadvantages to using X-rays in medical imaging, not least

of which is that X-ray photons have sufficient energy to dislodge

electrons from molecules in the body, a large enough dose of X-rays can

so interfere with the body’s chemistry that cancerous tumours may

develop. Images can also be created using ultrasound, very high-

frequency sound waves that are partially reflected at the boundaries

between acoustically distinct materials (unlike with X-rays, ultrasound

images are created from the reflected, not the transmitted, signal).

Another approach, which can be used to build 3D images, is to detect the

(continued)
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Box 5.1 Molecular imaging (continued)

radio-frequency pulse emitted when the magnetic dipoles of protons of

hydrogen atoms are placed in a magnetic field alternating at the resonant

frequency of the dipoles. Magnetic resonance imaging (MRI) can be used

to build up true 3D images of anatomy. By setting up gradients in the

strength of the magnetic field along the z-axis, in the frequency of the

pulse along the y-axis and the phase of the pulse along the x-axis, we can

ensure that a signal can be assigned to a precise location in the 3D space.

The emitted signal is determined by a combination of factors concerning,

for example, the rate at which excited protons give up energy to the

surrounding molecular lattice. By adjusting the way in which the signal

is obtained, different images can be obtained that are weighted to bring

out the contrast between different tissue types.

MRI is a highly sophisticated technique providing 3D images of the

body. One particularly exciting application involves capturing a

sequence of MRI images of the brain, say 30 complete images acquired

over a period of 90 s. The changes between the images tell us something

about what the brain is doing. Neural activity in a region of the brain

increases blood flow in that region and increased blood flow lowers the

concentration of deoxyhaemoglobin, and deoxyhaemoglobin is

paramagnetic, which means it alters the contrast of the MRI image. The

result is what we call a functional image: an image which is of interest

not for the information it contains about the shape and arrangement of

our internal organs, but for the information it gives us about how they

are behaving. Our ability to create such images has revolutionised

experimental neuroscience: it is now possible to perform studies in

which we record the effect on neural activity of performing different

cognitive tasks.

Functional MRI (fMRI) is not the only modality that allows us to

create functional images. Another technique, which is also used

extensively in neuroscience is positron emission tomography (PET). This

is a form of nuclear medicine study, which means that the image is

created by detecting particles emitted from a radionuclide introduced

into the patient’s body. PET uses a rapidly decaying material that emits

positrons, sub-atomic particles that are almost immediately annihilated

in collision with an electron. The result is the emission of two photons of

energy that travel in almost exactly opposite directions. If both can be

detected, the two events define a line through the body, which must pass

through the point from which the original positron was emitted. A PET

image is built up from such lines, in the same way that a CT image is built

up by back-projecting detected X-rays.

One exciting new development in medical imaging is the use of these

functional imaging techniques to obtain information about the behaviour
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Problems with data

I want to introduce two complications to the account of how X-rays depict

anatomical information: first, the problem of scattered photons; and second,

the problem of the film’s ‘characteristic response’.
. Scattered radiation. Most photons arrive on the film after having passed

through the body in a straight line. However, as shown in Figure 5.2,

some of them are deflected. These scattered photons are problematic be-

of the body not at the level of gross physiological processes such as blood

flow and oxygenation but at the level of the underlying biochemical

reactions. We can bind, for example, the radionuclides used in PET to

ligands that will attach to specific receptor cells. We can treat highly

magnetic nanoparticles, which will massively enhance MRI signals, in a

similar way, associating them with biological molecules that have highly

specific functions. If we can identify enzymes that are found in higher

concentrations in or around tumours and, for example, treat magnetic

nanoparticles with ligands that bind to these enzymes, we ought to be

able to generate MRI images in which even very small tumours would be

clearly visible. Researchers have used this technique in an attempt to

devise a highly sensitive test for breast cancer. Transferrin is a cell-

surface receptor that is responsible for the sequestration of iron in

mammalian cells and that is found to be ‘over-expressed’ in tumour

cells. Treating superparamagnetic monocrystalline iron oxide

nanoparticles (MIONs) with ligands for TfR massively increases the

sensitivity of MRI as a test for breast tumours.

The practical application of these ideas will require the development of

devices that can be produced commercially, tests that can safely and

comfortably be administered to patients and the identification of clinical

applications forwhichthetestsprovideanacceptablebalanceof sensitivity,

specificity, financial cost and acceptability to patients. Finding the right

niche for the test (screening, symptomatic patients, monitoring of

diagnosed patients) involves a judgement about the possible contribution

to a patient’s case of the additional information that the test provides.
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cause they expose a region of film which does not correspond geometrically

to the region through which they passed. They contribute to the X-ray

image, but they do not provide information. We say that the image data

have two components: the signal, which conveys the information; and the

noise, which does not. Scattered radiation is a form of noise.
. Film response. TheX-rayworks as a depictionof the anatomybecause there is a

direct relationship between the shade of grey on the film and a relevant

property of the anatomy. This relationship exists in part because the photons

hitting the film cause a chemical reaction that changes the colour of the film.

Unfortunately – given the physical limitations of film – the relationship holds

good only across a certain range of X-ray illumination, as shown in Figure

5.3. If the image has been taken at thewrong exposure, theremay be areas of

the film where the number of photons detected is too great or too small for

the contrast to be an accurate reflection of the anatomy.

Information and data

What does this tell us about representation? It might be clearer if we make a

distinction between data and information. In this case the image on the film

provides the data. The information is what the image represents; for example,

what it can tell us about the arrangement of tissues in the body.We say that the

information is ‘contained in’ or ‘carried by’ the data. The data contain errors, in

this case because of the scattered radiation. Information may also be missing

Log E

D

R

Figure 5.3 Characteristic curve of X-ray film. The plot of the amount of X-rays hitting a

film (log E) against film density (D) is a straight line only over a limited range of

incident radiation (R).
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from the data, if regions of the film are over-exposed, for example. So, to get the

informationwe needwe have to interpret the data. Thismight involve filtering

out errors, or making inferences about missing data. The information is, in

some sense, encoded in the representation and we have to decode it.

Interpreting data

Interpreting data involves adopting a perspective. I have explained how the

data on an X-ray film can provide information about the X-ray-absorbent

properties of the body. But we could look at the data in a different way.

A physicist might use them to obtain information about the performance of

the X-ray camera. A clinician might look for information in them about the

presence or absence of cancer. A computer scientist interested in using

computers to display images might want to work out how to create a pixel

array that could serve instead of the X-ray. What counts as information is a

question of perspective. This becomes clearer when we think about how to

quantify the information in the image. For the clinician there might be a

single piece of information: the presence or absence of cancer. For the physi-

cist the amount of information contained in the X-ray is determined by the

detail and the contrast that can be distinguished on the image. For the

computer scientist the amount of disk space required to store the image is

determined by the number of pixels, and the number of bytes per pixel,

required to create an equivalent digital image. The clinician, the physicist

and the computer scientist are all dealing with the same data, but obtaining

very different information from them.

Encoded representations

We can represent the X-ray image on a computer as a pixel array, which is

essentially a set of numbers. Each number has a position and a value. The

number’s position in the array corresponds to a location in the image and its

value corresponds to the ‘grey level’ or brightness at that point in the image.

Just as the image contains information about the anatomy, so too does the

pixel array, since the image can be recreated from the array.

Fans of more recent sci-fi movies than 2001: A Space Odyssey may recall the

character in The Matrix who could look at streams of digits cascading down a

computer screen and ‘see’ the people and places depicted in the software. For

the rest of us, however, the information represented in a pixel array is

encoded: we cannot see it by looking at the array of numbers the way we

can when we look at an image. Of course, the information in an X-ray is also

encoded, but the encoding is a direct consequence of the physics of the

image-formation process and, because the result is an image, it is very easy

to decode. We can see what the image has to show us.

Symbolic representations

The way images work as representations of information is, at first glance,

very different from the way we represent information in ordinary language.
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But in both cases information is encoded in the representation and has to be

decoded. In language the encoding is to do with how the author’s or

speaker’s intentions are wrapped up in what he or she writes or says. The

process of decoding involves recognising the words and working out what

the speaker or writer intended to convey by them. We use words as tokens,

as symbols that stand for the ideas, events and objects we wish to describe,

and we combine them in sentences that convey our intended meanings. The

idea that we assemble representations by putting symbols into structures is a

very powerful one, and later chapters will deal with it in some depth,

looking both at the right symbols to use to represent clinical concepts and

at how these symbols can be used to build models for different applications

of health informatics. First, however, we should think about how symbolic

representations can be used in computers.

Entities and relationships

Databases often represent information in terms of relationships. Relationships

hold between classes of entity and we can draw up a general schema for a

database by identifying the list of entities to be represented and the permitted

relations between them. Building the database is then a matter of fitting the

facts to be recorded into the schema. A common graphical technique for

representing such schemas is the entity relationship diagram (Figure 5.4).

Each class of entity is represented by a square and the squares are linked by

arrows labelled with diamonds. These represent the relationships. The direc-

tion of the arrows indicates a constraint on the way entities can participate in

a relationship. The example shown allows a patient to register with only one

GP although a GP can have many patients registered.

The notation is not important. What matters here is the capacity to think of

the world as consisting of: (1) things and (2) things that connect things. As

shown in Figure 5.4, we can use entity relationship diagrams to represent

facts such as patients are registered with GPs. If we were designing a database

we might use this fact to determine that the database should include a

relation ‘registered’ linking GPs and patients. You can think of this as a

table with two columns, one for GPs and one for patients, and a row for

each patient (Table 5.1). Note that the entity relationship diagram cannot be

Registered

Figure 5.4 We use a square to denote an entity and an arrow labelled with a diamond

to represent a relation between entities. The single head at left of the arrow with a

double head at the right indicates that this is a one-to-many relation. Each patient is

registered with one GP. Each GP has many patients.
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used to represent the information that, for example, Joan Booth is registered

with Dr Dolots. The formalism is designed for the representation of types, not

instances of types. A looser formalism, the semantic net, can be more useful

for knowledge representation. Semantic nets represent concepts and the

relations between concepts and, at first glance, and indeed after a second

glance, look very similar to entity relationship diagrams. An example is given

in Figure 5.5. Concepts are represented as boxes; their relationships are

represented as arrows labelled with circles.

Representing knowledge as relationships

Imagine that we are trying to build a knowledge base that contains informa-

tion about when different categories of patients should be referred for

hospital outpatient appointments. The knowledge base might be used in

conjunction with a system that allows GPs to book appointments for their

patients directly. Our knowledge base is intended to contain rules that have

indicates

risk
factors

symptoms
clinical
signs

is part of is part of is part of

disease

defined
for

criterion
referral
option

Figure 5.5 A semantic network showing how the concepts used in the referral

application are related. Concepts are represented as boxes. Their relationships are

represented as arrows labelled with circles.

Table 5.1 A database table for a binary one-to-many

relation.

REGISTERED relation

GP Patient

Dr Dolittle Joe Baker

Dr Dolittle John Jones

Dr Dolitte Mary Smith

Dr Dolots Freida Clark

Dr Dolots Joan Booth

Dr Dolots Alan McKay
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been agreed between the hospital consultants and the GPs in an attempt to

ensure that patients are referred appropriately.

What kinds of thing do we want to include in our knowledge base? We will

need to make a list of the diseases that fall within the scope of the system. Let

us start with the major cancers. For each one we will need to enumerate the

different options for referral: e.g. urgent referral, non-urgent referral, no

referral. We will also want to represent the criteria that determine which of

these options is appropriate. These will be based on the patient’s character-

istics including not just signs and symptoms but other things such as risk

factors and family circumstances.

We can approach the problem by identifying three levels at which informa-

tion is to be represented. At the highest level is a model of the domain, an

ontology. This specifies the kinds of thing we are dealing with: diseases,

categories of referral, signs, symptoms, risk factors. It also specifies how they

relate. So our ontology consists of statements such as those presented in Figure

5.6. Analysing the problem at this level we can identify the rule that patients

are to be referred with specified urgency for a particular disease if all of the

elements of a criterion are true, for a given patient.

The next level down consists of the sets of facts that make up the referral

criteria for a disease: for example, that a 50-year-old woman with a discrete

breast lump requires an urgent referral to the breast cancer clinic. These facts

will make up our knowledge base. If we interpret Figure 5.6 as an entity

relationship diagram, we could view it as defining a database that will be

populated with these facts.

However, these facts remain general statements in the sense that they

capture general truths about clinical practice rather than relate an individual

patient’s experience. In order to use our knowledge base to make recom-

mendations we need to combine these general statements with case-specific

facts. This is the third level.

Figure 5.6 shows a way of representing the required information at these

three levels. The top level is a rule expressed in logic. We will deal with logic

in Chapter 6. The point here is to note how the representation is built up as a

set of relations that link the entities in the domain, and a rule that asserts that

if certain relationships hold, another relationship must also hold.

Logic and probability

The general idea of health informatics is to represent clinical information,

whether facts about patients or more general medical knowledge, in programs

(electronic patient records, clinical information systems, etc.) that can be used

to improve patient care, by guiding decision-making, for example. There are

many examples of such programs, using many different forms of representa-

tion. In all of them, or pretty nearly all of them, however, the computations

that are performed using those representations can be characterised, as either

logical or statistical. Either the system contains logical rules that generate
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advice on the basis of the information represented or it makes inferences from

calculations based on numerical data. Chapter 6 considers the theoretical

background to the first of these approaches: logic.
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Model Level: we represent a general rule which states that patients are to be referred

with specified urgency for a particular disease if all of the elements of a criterion are true,

for a given patient.

IF

indicates (Criterion, Urgency, Disease)

AND

FORALL Part (

IF

part_of (Criterion, Part),

THEN

true_for_patient (Patient, Part)
).

THEN

refer_with_urgency (Patient, Disease, Urgency)

Application Level: each criterion has one or more parts that must all be true if a patient 

is to be referred. 

indicates( criterion1, urgent_referral, breast_cancer)

part_of( criterion1, has_breast_lump)

part_of( criterion1, over_50)

Patient Data: we must represent the facts that are referred to in the criteria.

true_for_patient ( joan, has_breast_lump).

true_for_patient ( joan, over_50).

Figure 5.6 A logical representation of the knowledge required for a referrals

application.
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CHAP T E R 6

Logic

Logic is the study of arguments1. An argument is a connected series of state-

ments intended to establish a conclusion. It consists of a set of premises and a

conclusion. In assessing arguments, we have to consider two properties: truth

and validity. Truth is a property of statements: some statements are true and

some are not. A statement is true if it describes something that is the case. This

is so obvious that it is odd to hear it stated. Validity is an equally straightfor-

ward, but less familiar, concept. Validity is a property of arguments. We say

that an argument is valid if the conclusion follows from the premises. More

precisely, we say that an argument is valid if the truth of the premises guar-

antees the truth of the conclusion. The important point here is that truth and

validity are different concepts. We can make a judgement about the validity of

an argument without making a judgement about the truth of its premises.

Logicians developed formal languages to be used in the analysis of argu-

ments and these languages are, in effect, the forerunners of computer lan-

guages, which means that an understanding of logic is a prerequisite for an

understanding of topics in computer science as diverse as databases, algo-

rithms and decision-making. (A familiarity with logic is also an important aid

to clear and analytical thinking, which is an exceptionally useful skill in a

field such as this one.)

Propositional calculus

The simplest form of logic is known as the propositional calculus. A propos-

ition is any sentence that can be true or false. So, for example, ‘Manchester is

the capital of England’ is a proposition while ‘yar boo sucks’ is not. True and

false are the two possible truth values in the propositional calculus. The

propositional calculus provides a set of rules for building up complex proposi-

tions from simple propositions and also a set of rules for drawing inferences

from propositions.

The rules for how complex propositions are built up involve what are

known as operators. There are four operators: and, or, implies and not. The

first three are used to link propositions; the fourth is a prefix. Propositions

are often represented with letters, so let us say, in this case, that p and q are

propositions. We can then say that p and q, p or q and p implies q are also

propositions. So are not p and not q. And so too is (p or q) implies (p or not (q and

p)), to give a more complex example.
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The truth of the compound propositions is determined by the truth or

otherwise of their elements. If p is true then not p is false, if p is true and q is

true then p and q is true, if either p is true or q is true then p or q is true. All of

this should seem intuitive, since these rules capture what we usually mean by

the words ‘not’, ‘and’ and ‘or’.

The rule for implication, however, can cause confusion. If p is true and q is

true then p implies q is true. This should be clear enough. If p is true and

q is false then p implies q is false. This too should correspond to what we

normally understand by the word ‘implies’. If p is false, however, then p

implies q is true whether or not q is true. Ian Hislop, the editor of Private Eye

and target of numerous libel suits once emerged from court to say, ‘if this is

justice then I am a banana’. The point is that if a premise (this is justice) is

false then anything can be concluded from it, even something completely

ridiculous (I am a banana). I will not pretend that this is not confusing but,

fortunately, it is not a form of argument encountered very often.

Truth tables

To see how these rules work in practice we can draw up what is called a ‘truth

table’. In a truth table each component proposition and each step in the

construction of the final proposition has a column. There is a row for each

possible combination of truth values, and so a table for two propositions has

four rows, for three propositions eight, for four propositions sixteen and so

on. We say that each row corresponds to an interpretation of the complex

propositions. It corresponds to a possible set of circumstances. Consider Table

6.1. The first two columns give the four possible combinations of truth values

for p and q and the remaining four columns give the truth values of the

complex propositions built up from p and q.

Entailment

So, we have a definition of propositions, a set of operators for composing

complex propositions and a set of rules that explain how the truth of complex

propositions is determined by the truth of their component propositions. The

final element in the propositional calculus is a method for establishing when

an argument or an inference is valid. A valid inference is one where if

the premises are true, the conclusion must be true. We normally set out

Table 6.1 Truth tables for the propositions: not p, not p or q, p implies q and p and (p

implies q).

p q not p not p or q p implies q p and (p implies q)

T T F T T T

T F F F F F

F T T T T F

F F T T T F
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arguments as follows, with the set of premises above and the conclusion

below a horizontal line:

p implies q

p
———–
q

We can establish validity in two ways: by looking at all the possible interpret-

ations of the arguments, i.e. at the truth tables; or by applying syntactic rules

in order to arrive at the conclusion from the premises. These two approaches

deal with semantic and syntactic entailment, respectively.

If we take a set of propositions S and a proposition P, we can say that the set

S semantically entails P if for every interpretation in which S is true, P is true.

If we look at Table 6.1, we see that for every row in which the set of

propositions {p, (p implies q)} is true, q is also true. We can therefore say

that the set of propositions {p, (p implies q)} semantically entails q. The

argument above is valid.

Of course, in the case of any example sufficiently complex for it to be

necessary to test the inference, to use truth tables to establish semantic

entailment would be horrendously unwieldy. Syntactic entailment is a much

more useful method. It consists of a set of steps. There are two kinds of

step, the application of ‘rules of inference’ and the application of ‘rewrite

rules’. Rules of inference allow us to add new propositions to the set of

propositions known to be valid. Rewrite rules allow us to restate propositions

in different forms. Both sets of rules can be seen to be valid by checking the

truth tables. Syntactic entailment is, in other words, grounded in semantic

entailment.

Rules of inference

There are nine rules of inference, shown in Table 6.2. The best known, Modus

Ponens, is that given a set of propositions which includes the propositions p

and p implies q, we can add q to the set. Take a moment or two to check that all

the rules in Table 6.2 seem to make sense, in other words, that the conclu-

sions (the propositions below the line) are clearly semantically entailed by the

premises (the propositions above the line).

Logical equivalence and rewrite rules

The meaning of the operators in the propositional calculus is defined by truth

tables. If we look at the fourth and fifth columns in Table 6.1, we can see that

p implies q has the same truth table as not p or q. This means that wherever p

implies q appears, we can rewrite it as not p or q, and vice versa. Logically the

two statements are indistinguishable. We call such pairs of statements ‘logical

equivalences’. Some well-known equivalences are used in syntactic entail-

ment as ‘rewrite rules’, since they can allow propositions to be restated in a

form that makes it possible to apply the rules of inference to establish that an
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inference does indeed follow from a set of premises. A list of well-known rules

is given in Table 6.3.

Using the propositional calculus

Here is one example of the way the propositional calculus can be used in

medical reasoning, taken from the classic Ledley and Lusted paper on the

foundations of medical diagnosis.2

A five-week-old infant was observed by the mother to have progressive

difficulty in breathing during a five-day period. No respiratory problem had

been observed after birth. Physical examination showed a well-nourished

infant with haemangiomas (blood vessel tumours) on the lower neck, left

ear and lower lip. The physician decided that one of three abnormalities

Table 6.2 The rules of inference.

p implies q

p

q

p implies q

not q

not p

p implies q

q implies r

p implies r

1 Modus Ponens 2 Modus Tollens 3 Hypothetical syllogism

p or q

not p

q

p and q

p

(p implies q ) and (r implies s)

p or r

q or s

4 Disjunctive syllogism 5 Simplification 6 Constructive dilemma

p

q

p and q

p implies q

p implies (p and q)

p

p or q

7 Conjunction 8 Absorption 9 Disjunction

Table 6.3 Thirteen logical equivalences used as rewrite rules.

i. not (p and q) ¼ (not p) or (not q)

ii. not (p or q) ¼ (not p) and (not q)

iii. p and q ¼ q and p

iv. p or q ¼ q or p

v. p and (q and r) ¼ (p and q) and r

vi. p or (q or r) ¼ (p or q) or r

vii. p or (q and r) ¼ (p or q) and (p or r)

viii. p and (q or r) ¼ (p and q) or (p and r)

ix. p ¼ not not p

x. p implies q ¼ (not p) implies (not q)

xi. p implies q ¼ (not p) or q

xii. (p and q) implies r ¼ p implies (q implies r)

xiii. p implies (q and r) ¼ (p implies q) and (p implies r)
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might be causing the respiratory distress: a prominent thymus gland, a deep

haemangioma in mediastinum or a dermoid cyst in the mediastinum. An

X-ray examination was ordered.

Given the following three pieces of medical knowledge, show that a nega-

tive X-ray would confirm, for each of the three diseases, whether or not the

patient had that disease.

1 If the patient did not have a deep haemangioma, then haemangiomas

would not be visible on the surface.

2 If the patient did not have a prominent thymus gland but did have a deep

haemangioma and a dermoid cyst, then a mass would be visible on the

X-ray.

3 A patient with a prominent thymus gland and either a deep haemangioma

or a dermoid cyst in the mediastinumwould have respiratory problems and

would have a mass visible on the X-ray.

Let us give each of the diseases and each of the symptoms a label:

D1 ¼ a prominent thymus gland

D2 ¼ a deep haemangioma in mediastinum

D3 ¼ a dermoid cyst in the mediastinum

S1 ¼ respiratory distress

S2 ¼ visible haemangioma

S3 ¼ mass visible on X-ray

The next step is to represent each of the three facts using the propositional

calculus:

1 not D2 implies (not S2)

2 not D1 and D2 and D3 implies S3

3 D1 and (D2 or D3) implies (S1 and S3)

We add to these facts the two bits of clinical information that we have:

4 S1

5 S2

and the thing that we are hypothesising:

6 not S3

which gives us our set of facts.Wewant to infer, for each of D1, D2 andD3 either

the proposition or its negation. Well, we can infer D2 straightaway from pro-

positions 1 and 5, using Modus Tollens to infer not (not D2), which can be

rewritten as D2. So let us add D2 to the set of facts as proposition 7:

7 D2.

The best strategy for inferring something about D1 would seem to be to look at

proposition 3, and a useful first step heremight be to separate out the two terms

in the conclusion. We can rewrite 3 to give us D1 and (D2 orD3) implies S1 and

D1 and (D2 or D3) implies S3 and then apply the simplification rule to get:

8 D1 and (D2 or D3) implies S3

from which we can infer:

9 not [D1 and (D2 or D3)]
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using Modus Tollens and proposition 6. This may not look immediately useful

but rewriting it with equivalences i, ii and vii (from Table 6.3) gives us not D1

or not D2 and not D1 or not D3, from which we can infer:

10 not D1 or not D2

using the simplification rule. This can be used with 7 to make a disjunctive

syllogism, which allows us to infer:

11 not D1.

We can use Modus Tollens again to infer not (not D1 and D2 and D3) from 2

and 6. Rewriting this we get:

12 D1 or not D2 or not D3.

Again, using the disjunctive syllogism with 7 and 11 we can infer:

13 not D3.

We can say therefore that if the infant has a negative X-ray, we can confirm

that he or she is suffering from a deep haemangioma in mediastinum and not

a prominent thymus gland or a dermoid cyst.

Proof by resolution

We used the rule for disjunctive syllogism in a number of steps in the above

example. This rule is the basis for another technique for testing inferences, a

technique known as proof by resolution. This technique is worth mentioning

here because it can be mechanised and so is the basis for most attempts to

program computers to prove theorems3. The first step is to convert each

statement into what is called normal form, by rewriting it using logical

equivalences, such as the one discussed between p implies q and not p or q.

Any proposition can be converted into normal form. In normal form, all

propositions are disjunctions of negated or not negated simple propositions.

The implies or and operators are not used and the not operator occurs only

within the tightest brackets. Anyone interested in such puzzles may like to

check that the three rules above can be rewritten as follows:

1 D2 or not S2

2 D1 or not D2 or not D3 or S3

3 i not D1 or not D2 or S1

ii not D1 or not D3 or S1

iii not D1 or not D2 or S3

iv not D1 or not D3 or S3

We add to these facts the two bits of clinical information that we have:

4 S1

5 S2

and our hypothesis:

6 not S3.

The way proof by resolution works is in essence by applying the rule for

disjunctive syllogism. Whenever we have a fact p, we can remove all men-

tions of not p from a disjunction. Given the observations in 4 and 5 we can

remove all mentions of not S1 and of not S2 from rules 1–3. Equally, given

observation 6, we can remove all mentions of S3:
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1 D2

2 D1 or not D2 or not D3

3 i not D1 or not D2 or S1

ii not D1 or not D3 or S1

iii not D1 or not D2

iv not D1 or not D3

Our first rule now allows us to infer D2. So we can remove all mentions of not

D2 from all the other rules.

1 D2

2 D1 or not D3

3 i not D1 or S1

ii not D1 or not D3 or S1

iii not D1

iv not D1 or not D3

Rule 3iii now allows us to infer not D1. A final step ‘resolving’ D1 and not D1

allows us to infer not D3 from rule 2. Problem solved. A positive X-ray

confirms a deep haemangioma in mediastinum and excludes both a promin-

ent thymus gland and a dermoid cyst in the mediastinum.

This reasoning process is completely mechanical and can be programmed

fairly simply. It is clearly unnecessary to program a computer to solve such a

simple problem but when there are very large databases of facts to be con-

sidered, such a program could be useful. To make these programs work,

however, requires a more sophisticated approach than in this example to

the representation of relevant knowledge. The rest of this chapter explores

some such approaches.

Predicate calculus

In practice, the propositional calculus is too crude a tool for most automated

reasoning applications. Consider the following rule: if A is the father of B and

B is the father of C, then A is the grandfather of C. To express this in the

propositional calculus we would have to have three propositions:

P1: A is the father of B
P2: B is the father of C
P3: A is the grandfather of C

And a rule:

P1 and P2 implies P3.
But we cannot use this to work out who is or is not a grandfather on the basis

of a set of facts about who is a father of whom. For that we need a formalism

capable of revealing how statements work as statements about things. We

need to look inside the propositions. Predicate calculus provides exactly that.

A predicate can be a bit like an adjective, a way of expressing that some

thing or class of things has a particular property. It can also be a way of

expressing a relation that exists between two or more things or classes of

thing. Consider the following statement in predicate calculus:
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For all A, B, C: father (A, B) and father (B, C) implies grandfather (A, C):

The letters A, B and C are variables, place-holders for examples of the class

of thing we are talking about (people, men, male members of the family –

whatever the group under discussion happens to be). The words that precede

the parentheses are the predicates asserted of the combination of variables.

They represent relationships that hold for some of the individuals in the

domain of interest. This all sounds a bit mathematical, but by simply looking

at the statement you can see how it expresses the meaning of grandfather.

The statement consists of three predicates linked by operators of the same

kind that we saw in the propositional calculus. The only other element to the

predicate calculus is what are called ‘quantifiers’.

Quantification

Any statement in the predicate calculus can be either universally quantified

or existentially quantified. A universally quantified statement about class X is

true for all examples of X. The rule for the definition of grandfather is an

example of this. An existentially quantified statement about X is true for at

least one example of X. Existentially quantified statements can, however,

always be converted into universally quantified statements. There is a simple

logical equivalence such that a statement of the form ‘predicate A is true for

an example of X’ is equivalent to ‘it is not true that predicate A is not true for

all X’. If we say that some breast cancers are inoperable, in other words, this is

logically equivalent to saying that it is not the case that no breast cancer is

inoperable.

Using the predicate calculus

Consider the following guideline for the urgent referral of a child with a

headache:

Headache of recent origin with one or more of the following features:
. increasing in severity or frequency
. noted to be worse in the morning or causing early wakening
. associated with vomiting
. associated with neurological signs (e.g. squint, ataxia)
. associated with behavioural change or deterioration in school per-

formance

We can represent this rule in the predicate calculus using a general rule about

the referral of patients suffering from particular kinds of headaches together

with a set of facts about the features of headache that suggest referral is

necessary.

For all Pa, S, Pr and V:

patient_has_symptom (Pa, S) and
symptom_is_kind_of (S, headache) and
symptom_has_feature (S, Pr, V) and
symptom_feature_indicates_referral (headache, Pr, V) implies
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patient_should_be_referred (Pa)

symptom_feature_indicates_referral (headache, severity, increasing)
symptom_feature_indicates_referral (headache, frequency, increasing)
symptom_feature_indicates_referral (headache, diurnal_variation,
worse_in_morning)

symptom_feature_indicates_referral (headache, associated_with,
vomiting)

symptom_feature_indicates_referral (headache, associated_with,
neurological signs)

symptom_feature_indicates_referral (headache, associated_with,
behavioural_change)

We can imagine how this rule could be interpreted in a computer program

used to identify whether there are grounds for referring a patient. The rule

uses five predicates. The predicate in the conclusion asserts a particular prop-

erty of the patient, that he or she should be referred. The first predicate

patient_has_symptom would be used to retrieve all the recorded symptoms

from the patient record. Our computer program could retrieve them all at once

or one at a time. In a real system, an additional check would be needed to

ensure that only current symptoms are selected. The symptoms would then be

tested using rules about terminology in order to identify the ones that were

headaches or kinds of headaches, using the predicate symptom_is_kind_of.
The next predicate symptom_has_feature would be used to retrieve further

information about the symptoms, in terms of their listed properties and

values. These would then be tested against the facts used to represent the

specific features of headache that suggest referral. These are represented in the

predicate symptom_feature_indicates_referral. The program might termin-

ate when it has found a match, which would be sufficient ground to suggest

referral, or it might identify all the possible grounds. Since the rule is univer-

sally quantified, we know that any combination of Pa, S, Pr and V for which

the first four predicates are true is a ground for referral.

The difficult element in all this is the last matching step: testing the features of

headaches against the criteria. How can we be sure that the terms in which the

patienthistory is recordedmatch thoseused in the rule?Writing the rules in logic is

the easy bit; the hard part is sorting out the terms used to instantiate the variables.

We could provide a set of drop-down menus with predefined terms, so

that headachewould appear with a pick-list of terms such asworse_in_morning
andassociated_with_vomiting.Therearedisadvantagestosuchmenus,however.

The alternative is to rely on the software to map from what the doctor writes,

‘headaches, nauseous’, for example, to the terms used in the set of facts.

In practice we have to constrain how the history is recorded. It is important

to minimise the problems associated with that constraint: we have to design

better and simpler user interfaces so that records can be created from standard

sets of terms. We also need to work out how best to build sets of terms that

allow doctors to express exactly what they want to say about their patients’

headaches while still using words that can serve as symbols in logical rules. In
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the mean time the users of clinical systems must decide how far they are

prepared to use standard terms, such as the Read Codes, in order to achieve

the benefits associated with systems that incorporate this kind of decision

support.

Relations and normal form

Before we leave this example, we should think a little more about how we

represent information in predicates. A predicate is a relation and a set of state-

ments, such as the six statements of symptom_feature_indicates_referral
above, defines a relation. There are certain principles we should follow when

we try and work out which relations make up the best representation of a

domain. Some of these principles are known to people who create relational

databases, as the rules that define the First, Second, Third, Fourth and Fifth

levels of Normal Form4. (This is a different notion of normal form to that

introduced in the section on Resolution.) Let us look again at the set of facts

we need to be able to represent about the patient. First, we need to have a

predicate patient_has_symptom and to assert a statement (or clause) of the

predicate to state that the patient has a headache:

patient_has_symptom (‘fred smith’, headache)

But, as we have seen, we need to be able to say something more about the

headache.Onewaywould be to replace this statementwith amore precise one:

patient_has_symptom (‘fred smith’, severe_headache)

But this is clearly unworkable if the term to be used for the symptom has to

capture a long and complex description:

patient_has_symptom (‘fred smith’, severe_headaches_of_increasing_
frequencyworse_in_morning_and_associated_with_vomiting)

Instead it might be better to include one term for headache and add other

terms that capture the description. We could do this by extending our relation

from being a binary one (between patient and symptom) to one that covers

many more variables.

patient_has_symptom (‘fred smith’, headache, severe, increasing_
frequency, worse_in_morning, associated_with_vomiting)

This, however, is problematic. If we design rules to be used in conjunction

with these facts, we need to know howmany variables appear in the relation.

This is the idea behind ‘First Normal Form’ in database theory. A relational

database is in First Normal Form if all the occurrences of a record type contain

the same number of fields. In logic we say that a predicate consists of a set of

statements each with the same number of fields (although in logic we gen-

erally use the term ‘argument’ or ‘parameter’ rather than ‘field’). So we could

put each element of the description of the headache into a separate state-

ment, within a relation having three arguments:
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patient_has_symptom (‘fred smith’, headache, severe)
patient_has_symptom (‘fred smith’, headache, increasing_frequency)
patient_has_symptom (‘fred smith’, headache, worse_in_morning)
patient_has_symptom(‘fred smith’, headache, associated_with_vomiting)

This, however, is inefficient, since we are repeating ‘fred smith’ unnecessar-
ily. In terms of database theory, this relation violates Second Normal Form,

because the attribute in the third argument is not, formally speaking, an

attribute of Fred Smith but of his headache. The appropriate representation

is therefore:

patient_has_symptom (‘fred smith’, headache)
symptom_has_feature (headache, severe)
symptom_has_feature (headache, increasing_frequency)
symptom_has_feature (headache, worse_in_morning)
symptom_has_feature (headache, associated_with_vomiting)

We could break the representation down even further. This version conceals

some structure in some of the terms used to describe the headache. For

example, the term increasing_frequency might be viewed not as a descrip-

tion of the headache but as a description of a property of the headache (its

frequency). It would be better to separate terms for the properties of the

headache (severity, frequency, etc.) from terms that describe those properties

(increasing, worse_in_morning, etc.).

symptom_has_feature (headache, severity, increasing)
symptom_has_feature (headache, frequency, increasing)
symptom_has_feature (headache, diurnal_variation, worse_in_morning)
symptom_has_feature (headache, associated_with, vomiting)
symptom_has_feature (headache, associated_with, neurological_signs)
symptom_has_feature (headache, associated_with, behavioural_change)

One of the difficulties with this example is that having broken up the de-

scription of the headache into several distinct statements, we no longer have

any way of knowing whether the statements are all descriptions of the same

headache. A patient’s record might contain statements about several head-

aches. We need a new term that will uniquely identify the particular

headache we are interested in. The best thing to do is to generate a unique

identifier for the symptom, let us call it symxxx1, and include the statement

that symxxx1 is a headache.

patient_has_symptom (‘fred smith’, symxxx1)

symptom_is_kind_of (symxxx1, headache)

symptom_has_feature (symxxx1, severity, increasing)
symptom_has_feature (symxxx1, frequency, increasing)
symptom_has_feature (symxxx1, diurnal_variation, worse_in_morning)
symptom_has_feature (symxxx1, associated_with, vomiting)
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symptom_has_feature (symxxx1, associated_with, neurological_signs)
symptom_has_feature (symxxx1, associated_with, behavioural_change)

This is the representation assumed in the example in the previous section. It

does not include everything one would want, by any means. The statements

would need to be associated with lots of additional information, such as dates,

and who recorded the statements and so on. It is, however, a fairly clear and

robust presentation of the information required for a realistic piece of clinical

reasoning.

Fuzzy logic

True and false are the two possible truth values in conventional logic. We

sometimes represent them with numbers, so true ¼ 1 and false ¼ 0. What

would happen if, instead of forcing everything to be either true or false, we

allowed truth values to take any intermediate value between 0 and 1?

Fuzzy logic is a variant of logic, based on fuzzy set theory5. In classical set

theory, an object is either a member of a set or it is not. One way of defining a

set is to compute a ‘membership function’ for the set. If you had, in classic set

theory, a set of patients with fever, and you drew a graph of the patients’

temperature against the value of the membership function, it would look

like the first graph in Figure 6.1. Patients with temperatures up to a certain

threshold would have a value of 0 for the membership function. Above

the threshold the value would be 1. The threshold defines the set of fevered

patients. In fuzzy set theory we allow membership functions to behave like

Set
membership

Set
membership

373635 38 39 40

1

0

Temperature in Celsius

Temperature in Celsius

373635 38 39 40

1

0

Figure 6.1 Two graphs showing membership functions for the class of patients with

fever. The first defines a traditional ‘crisp’ set; the second, a ‘fuzzy’ set in which some

members are allowed to be partly members of the set.
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the second graph in Figure 6.1. There are people who have fever and people

who do not have fever, but there is a grey area between the two.

We can define fuzzy equivalents of the standard operations on sets:

complement, intersection, union and subsumption. If a fuzzy set A has a

membership function m(A), the complement of A is a fuzzy set defined by

the membership function 1 – m(A). We say fuzzy set A is a subset of fuzzy set

B if all members of A have an equal or higher membership value for B than

they do for A. If two fuzzy sets A and B have membership functions m(A)

and n(B), the intersection is a fuzzy set defined by the function that always

takes the lower of the membership values given by the two functions. The

union of the two fuzzy sets is the fuzzy set with a membership function that

is the higher of the two. Consider an application of fuzzy logic in the

management of ICU patients using the fuzzy sets whose membership func-

tions are shown in Figure 6.26. Three fuzzy sets are defined for a patient’s

0

0

(a)

(b)

0

1

0

1

100

100

HUO (ml/h)

MAP (mmHg)

Set
membership

Set
membership

LowHUO

LowMAP NormalMAP HighMAP

NormalHUO HighHUO

200

200

Figure 6.2 (a) Membership functions of three fuzzy sets for mean arterial blood

pressure (MAP). The bold vertical line is drawn at an MAP of 110 mmHg, where the

membership values for the three sets are 0 (LowMAP), 0.5 (NormalMAP) and 0.5

(HighMAP), respectively. (b) Membership functions of three fuzzy sets for hourly urine

output (HUO). The bold vertical line is drawn at an HUO of 110 ml/h, where the

membership values for the three sets are 0 (LowHUO), 0.2 (NormalHUO) and 0.8

(HighHUO), respectively. From [6] with permission. � 2003 American Thoracic Society.
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mean arterial pressure (MAP): LowMAP, NormalMAP and HighMAP, so that a

patient with an MAP of 110 mmHg is given a value of 0 for the membership

function of LowMAP but 0.5 for both NormalMAP and HighMAP. Let us say that

our patient also has fairly high hourly urine output (HUO), and hence a

value of 0 for the membership function of the set LowHUO and 0.2 for

NormalHUO but 0.8 for HighHUO. If we combine the sets HighMAP and

HighHUO, our patient will have a membership value of 0.5 for the intersec-

tion HighMAP and HighHUO and a membership value of 0.8 for the

union HighMAP and HighHUO.

The complement, union and intersection operations play the roles for set theory

that the operators not, or and and play in logic. We can use them to construct

complicated fuzzy conditions. These conditions can form the antecedents in a

process of reasoning. The next question, then, is how do we do fuzzy reason-

ing? What happens to fuzzy truth values when we infer conclusions from

antecedents? One approach to reasoning is to say that the conclusion of an

argument should have a truth value no greater than that of the antecedent. Say

wehave a rule in the ICU that the intravenous fluid rate (IFR) should be low for

patients with high blood pressure and high HUO. Assume we have member-

ship functions, as shown in Figure 6.3, for five different settings of IFR. The

output of this rule for our patient will be amodified version of themembership

function for the fuzzy set LowIFR, truncated so that its truth value cannot be

greater than 0.5, since 0.5 is the truth value our patient has for the antecedent

of the rule: HighMAP and HighHUO.

Fuzzy logic is often used in applications where some output value (e.g. IFR)

has to be computed on the basis of a given set of input values. In a typical

application there would be a set of rules, like the one above, each saying

which fuzzy set of output values should be used for a given combination of

Set
membership

1

0

Intravenous fluid rate (ml/h)

0 20001000 1500500

Very high IFRHigh IFR

Moderate IFR

Maintain IFR

Low IFR

Figure 6.3 Graphs showing membership functions for the fuzzy sets used in an ICU

application to control intravenous fluid rate (IFR). From [6] with permission. � 2003

American Thoracic Society.
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fuzzy sets of input values. To determine the exact output value to be used for

a specific combination of input values, all the rules have to be evaluated. To

go back to the patient above, we know the MAP and the HUO, so we know

the membership values for each of the fuzzy sets LowMAP, NormalMAP,

HighMAP, LowHUO, NormalHUO and HighHUO. Each of the nine possible com-

binations would be associated with a rule to be evaluated, resulting in nine

modifications of the output membership functions, as shown in Table 6.4.

These modified output functions must then be aggregated. One approach to

aggregation is to create a new membership function that is the maximum of

the values for each of the nine. Of course, five of the nine rule outputs in our

example are functions that are truncated to 0 because our patient has a

membership value of 0 for LowHUO and LowMAP. The final step in the process

is to derive a precise output value from the aggregated membership function.

We need to set the IFR to a specific value. One way of doing this is to calculate

the centroid of the aggregated output function (the mean of the values under

the curve).

Fuzzy logic has proved enormously successful as an approach to building

control systems for fairly simple systems such as washing machines and

microwave ovens. It is still in its infancy as a tool in clinical applications but

it could be a powerful technique for capturing intuitions about how systems

should respond to roughly defined categories.

Conclusion

This chapter has introduced three of the best-known forms of logic. The sim-

plest, propositional calculus, is sufficient to explain how logic works as a mech-

anical process for the derivation of valid inferences from premises. The second,

predicate calculus, serves to introduce ideas about knowledge representation,

about how the use of logic in practical problems requires careful thought about

the structure of the relations employed to express the facts used in logical

reasoning. The third, fuzzy logic, gives some idea about how non-standard

logic can be used in tasks with particular demands, such as the representation

of imprecise information. Chapters 7, 8 and 9 look in more detail at issues of

Table 6.4 The intravenous fluid rate (IFR) is determined by a combination of mean

arterial pressure (MAP) and hourly urine output (HUO). There are three fuzzy sets

for ranges of values of MAP and three for HUO, hence nine combinations. Each

combination is associated with one of the five fuzzy sets for ranges of values of IFR.

MAP

HUO low normal high

low very high moderate low

normal high maintain low

high moderate maintain low
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knowledge representation. The representation of uncertainty is returned to at

the end of this part in Chapters 10 and 11, which deal with probability.

References

1. Priest G. Logic: A Very Short Introduction. Oxford: Oxford University Press, 2000.

2. Ledley RS, Lusted LB. Reasoning foundations of medical diagnosis. Science

1959;130:9–21.

3. Kowalski R. Logic for Problem Solving. Amsterdam: North-Holland; 1979 (this book is

now out of print but available online at http://www-lp.doc.ic.ac.uk/UserPages/

staff/ rak/rak.html).

4. Brookshear JG. Computer Science: An Overview, 6th edn. Reading, MA: Addison-

Wesley, 2000.

5. Krause P, Clark D. Representing Uncertain Information: An Artificial Intelligence Ap-

proach. Oxford: Intellect Books, 1979.

6. Bates JH, Young MP. Applying fuzzy logic to medical decision making in the

intensive care unit. Am J Respir Crit Care Med 2003;167(7):948–952.

Logic 97



CHAP T E R 7

Clinical terms

In Chapter 5 we looked at the concept of representation and considered how

words are used as symbols to convey meaning. I said then that later chapters

would look in detail at how to choose the right symbols and how to put them

together into structures that would serve as representations. This is the first of

three chapters on that topic. My father is a chemist and my mental picture of

these structured representations is rather like those molecular models in

which coloured balls representing atoms are held together by plastic struts

representing chemical bonds. Here the balls represent the basic underlying

concepts in the domain and the plastic struts, the relationships that hold

between them.

Chapter 6 introduced the idea of using relationships between concepts as a

way of representing facts about a domain, in the discussion of predicate logic

and its applications. This chapter looks at clinical terminology and considers a

number of different attempts to define a controlled vocabulary of clinical

concepts. The focus here is more on the terms that are used and less on the

facts that one might want to represent about them; about the name used for a

disease or for a treatment, rather than about how to represent the fact that

this disease is treated using that drug; more about the coloured balls than the

plastic struts. However, as the approaches we shall consider grow in sophis-

tication, it will become apparent that they are less and less lists of terms and

more and more mechanisms by which complex concepts are represented by

specifying relationships between sets of symbols.

Redundancy and ambiguity

Consider the following list of words: tumour, neoplasm, carcinoma, cancer,malig-

nancy, lump, abnormal growth,mass, proliferative disease. These are all words that

could be used to describe what was wrong with a patient suffering with a

particular form of cancer. The words all share a certain commonality of mean-

ing. They are not exact synonyms, however. Some are quite general terms that

refer to the central symptom of the disease – a lump or mass – without

necessarily carrying any implications for diagnosis. There are also differences

between the diagnostic terms: carcinoma is amore precise diagnosis than cancer.

These differences in precision and emphasis occur in medical language

because they are features of language in general. We are able to communicate

effectively using natural language because we bring to bear enormous
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amounts of background knowledge and an understanding of the context

when we interpret the words that make up a sentence. Many of the commu-

nication problems in health care occur when the people involved do

not share the same background. Problems also arise when words are used

in computer software without an appropriate context, for example, as labels

that define categories. It is increasingly important for computerised patient

record systems to be able to identify all the patients with a particular condi-

tion, say diabetes. Simply searching the records for any occurrence of

the word would probably succeed on most occasions but fail on many others.

Consider a search using the word ‘diabetes’. This would only detect patients

whose diagnosis was recorded using this precise word. It would not

detect patients who were recorded as ‘diabetic’ or ‘NIDDM’ (a common

abbreviation for ‘non-insulin-dependent diabetes mellitus’). It would, how-

ever, include patients whose records contained the words in other contexts,

for example, ‘suspected diabetes’ or ‘worried about diabetes’ or ‘son has

diabetes’.

Standard clinical terminologies

Controlled clinical terminologies, or coding systems, have been developed in

attempt to solve these problems. A controlled clinical terminology is some-

times said to ‘define’ a standard set of terms; by this it is meant that it provides

a list of all the terms that are considered to be within the standard. It is

generally not the case that the terminology provides a ‘definition’ of each of

the terms in the standard, in the sense of providing a strict set of rules that

explain how the terms are to be used. Controlled terminologies, therefore,

should be viewed as attempts to solve the terminological problems caused by

the use of confusing or non-standard terms and by the plethora of synonyms,

not necessarily as attempts to impose rigid definitions of what terms mean or

precise criteria for how they should be applied, although some terminologies

do provide definitions for the concepts for which they provide codes.

The issue of terminology is often confused with that of coding. Many

terminologies associate an alphanumeric code with each term that falls

within the standard. So, for example, one of the terminologies discussed

later in this chapter is known as the Read Codes. This includes a concept,

malignant tumour of breast, which has a code X78WM. What is the advantage

of the five-character code? Many people assume that somehow the code has a

meaning for computer systems. Not really. All that the computer system

requires of a terminology is that all cases of breast cancer are identified with

some unique label. For its purposes malignant tumour of breast is as good a

label as X78WM. Except that, of course it takes more memory to store a

26-character string than a five-character code, and, as some readers may

remember, disk space and random access memory (RAM) used to be expen-

sive enough to make it worth worrying about such things. That is not so

much of an issue now. It could, however, be argued that there is still an
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advantage in using codes. The argument would be that if the character string

is simply serving as a label for the concept, it is better to have a label that looks

like a label, i.e. one that obviously has no other meaning, rather than one

which looks like an ordinary sentence. It can be helpful to associate each

concept with a set of possible linguistic descriptors, either the various English

synonyms for a disease or, for systems with international application, terms in

different languages. Where this is done, it helps to make a clear distinction

between the unique identifier of the concept and the various text strings that

different applications might associate with it.

How do you go about creating a complete set of terms for use in, for

example, recording encounters in general practice? One strategy would be

to try and identify the different categories of terms that are used: history/

symptoms, examination/signs, diagnostic procedures, laboratory procedures,

etc. Within each category one might identify subcategories and subcategories

of subcategories, so that the whole thing expands like a family tree. Medicine

seems well suited to such a hierarchical decomposition and most, if not all,

terminologies work this way. In the rest of this chapter, four are considered:

ICD-10, MeSH terms, the Read Codes and SNOMED CT.

ICD-10

The International Classification of Diseases (ICD) is an initiative sponsored by

the WHO to produce a standard set of terms for use in recording public health

statistics1. The scheme developed out of work done by nineteenth-

century statisticians such as William Farr and Jacques Bertillon, who were

primarily interested in causes of death. The standardisation of the recording of

causes of death is still a major focus for the ICD, although the current

standard has been expanded to allow the recording of diseases and related

information. Indeed, as early as 1860, Florence Nightingale was calling for

Farr’s scheme to be adapted to allow the tabulation of hospital morbidity.

Farr based his classification on five categories: epidemic diseases, constitu-

tional diseases, local diseases (arranged by anatomical site), developmental

diseases and diseases that are the direct result of injury. The current, tenth,

revision (ICD-10) retains the same essential shape in that diseases are classi-

fied anatomically, except where it is more convenient to group them on some

other basis.

The ICD system of classification is associated with a number of ancillary

classifications, as shown in Figure 7.1. There are various speciality-specific

subsystems and also other classifications, covering topics such as disability.

Within ICD-10 itself there are three elements: the core three-character codes;

the fourth character specialisations and a set of tabulated lists, which are short

summaries of certain codes covering specific categories of mortality.

The core of ICD-10 is the set of three-character codes for each and

every disease, cause of injury or related condition that falls within the

standard. When you buy ICD-10, what you buy is in effect a long list of
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such three-character codes and their associated definitions. The list is divided

into 21 chapters, as shown in Table 7.1. Each chapter covers an anatomical

area or a class of diseases or related information. Each chapter is assigned a set

of codes. Within the chapters, codes are divided into blocks; so, for example,

in Chapter II, on neoplasms, codes C00–C75 correspond to malignant neo-

plasms of specified sites. In this case, there is a further subdivision with sub-

blocks for each site; so, for example, codes C15–C26 are the malignant

neoplasms of the digestive organs.

Chapter XX covers external causes of morbidity and mortality. So, for

example, W29 is the three-character code for an injury due to contact with

powered hand tools and domestic machinery (including, rather frighteningly,

spin-dryers). For many of the codes, but not, mercifully, W29, a further

level of classification is provided in a fourth character.

The codes A80–A89 are assigned to the viral infections of the central

nervous system, with A81 being the slow viral infections of the central nervous

system and A81.0 being Creutzfeldt–Jakob disease. Most of the definitions are

very succinct statements of inclusion and exclusion criteria but they can be

quite lengthy. See Asperger’s syndrome (a relatively new addition to the clas-

sification) in Box 7.1 for an example.

In certain circumstances a user may wish to describe a condition using two

ICD-10 codes. The classification’s designers anticipate two such kinds of situ-

ation. The first is where the user wishes to use a diagnostic code for an

underlying disease in conjunctionwith a code for amanifestation of the disease

in a particular site, where the manifestation is a problem in its own right.

This is clearly linked to the practice in the issuing of death certificates where

International Classification of
Diseases and Related
Health Features

ICD three-character code

Short
tabulated lists

Fourth character
specialisations

Support for
lay reporting 

Other
health-related
classifications,
e.g. disability

Speciality-based
adaptations

Oncology
Dentistry
Dermatology
Psychiatry
Neurology
Obs and Gyn
Rheumatology
Paediatrics
General practice

Diagnoses

Symptoms

Abnormal laboratory
findings
Injuries and poisoning

External causes of
morbidity

Factors influencing 
health status

Figure 7.1 An overview of the International Classification of Diseases.
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immediate and underlying causes of death are both recorded. For example,

G22 is the code for Parkinsonism in diseases classified elsewhere and A52.1 is the

code for symptomatic neurosyphilis. The expectation behind the definition of G22

is clearly that it will be used in conjunction with codes such as A52.1. The

secondway inwhich users are invited to combine codes is where a second code

is required to fully describe a condition; for example, the definition of autism

includes a suggestion that a second code be used to indicate the degree of

mental retardation.

There are a number of difficulties with ICD-10. The arrangement of concepts

in a single hierarchymeans that arbitrary choices have to bemade aboutwhere

certainconceptsmustgo. If acancer is tobe listed inChapter IIunderneoplasms,

it cannot be listed under any of the anatomical locations covered in Chapters VI

to XIV. Breast cancer is not, according to ICD-10, a disease of the breast.

The fact that the classification works by simply enumerating the concepts to

be covered means that updating the classification is difficult. For example, if

CJD is A81.0, then, if nvCJD is a new and distinct disease, we might rationally

want it to appear at A81.1 in a future classification, but that code has already

been used.

Table 7.1 The division of ICD-10 codes into chapters.

Chapter Codes Description

I A00-B99 Certain infectious and parasitic diseases

II C00-D48 Neoplasms

III D50-D89 Diseases of the blood, blood-forming organs and certain

diseases of the immune system

IV E00-E90 Endocrine, nutritional and metabolic disorders

V F00-F99 Mental and behavioural disorders

VI G00-G99 Diseases of the nervous system

VII H00-H59 Diseases of the eye and adnexa

VIII H60-H95 Diseases of the ear and mastoid process

IX I00-I99 Diseases of the circulatory system

X J00-J99 Diseases of the respiratory system

XI K00-K93 Diseases of the digestive system

XII L00-L99 Diseases of the skin and subcutaneous system

XIII M00-M99 Diseases of the musculoskeletal system and connective tissue

XIV N00-N99 Diseases of the genitourinary system

XV O00-O99 Diseases of pregnancy, childbirth and puerperium

XVI P00-P96 Certain conditions originating in the perinatal period

XVII Q00-Q99 Congenital malformations, deformations and chromosomal

abnormalities

XVIII R00-R99 Symptoms, signs and abnormal clinical and laboratory

findings not elsewhere classified

XIX S00-T98 Injury, poisoning and certain other consequences of external

causes

XX V01-Y98 External causes of morbidity and mortality

XXI Z00-Z99 Factors influencing health status and contact with services
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In fact the issue of nvCJD is an interesting one. As things stand one could

put it with CJD in A81.0 but there is also code A81.8, defined as other slow

infection of the central nervous system, and one A81.9 defined as slow infection of

the central nervous system not otherwise specified. The existence of such categories

is troubling because their scope is determined by what is left over from other

concepts and therefore will change as other concepts are added or redefined.

They cannot be interpreted in isolation from the rest of the classification.

Box 7.1 The definition of Asperger’s Syndrome given in ICD-10

F84.5 Asperger’s Syndrome

A disorder of uncertain nosological validity, characterised by the same

kind of qualitative abnormalities of reciprocal social interaction that

typify autism, together with a restricted, stereotyped, repetitive

repertoire of interests and activities. The disorder differs from autism

primarily in that there is no general delay or retardation in language or

in cognitive development. Most individuals are of normal general

intelligence but it is common for them to be markedly clumsy; the

condition occurs predominately in boys (in a ratio of about eight boys to

one girl). It seems highly likely that at least some cases represent mild

varieties of autism, but it is uncertain whether or not that is so for all.

There is a strong tendency for the abnormalities to persist into

adolescence and adult life and it seems that they represent individual

characteristics that are not greatly affected by environmental influences.

Psychotic episodes occasionally occur in early adult life.

Diagnostic Guidelines

Diagnosis is based on the combination of a lack of any clinically

significant general delay in language or cognitive development plus, as

with autism, the presence of qualitative deficiencies in reciprocal social

interaction and restricted, repetitive, stereotyped patterns of behaviour,

interests and activities. There may or may not be problems in

communication similar to those associated with autism, but significant

language retardation would rule out the diagnosis.

Includes:

. autistic psychopathy

. schizoid disorder of childhood

Excludes:

. anakastic personality disorder

. attachment disorders of childhood

. obsessive–compulsive disorder

. schizotypical disorder

. simple schizophrenia
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Box 7.2 The definition of disease

Homosexuality was removed from ICD-10 only in 1992. Its definition as

an illness had been removed from the American Psychiatric Association’s

Diagnostic and Statistical Manual of Mental Disorders somewhat sooner, in

1974. That decision had, however, been controversial and many

psychiatrists and psychologists continued in their attempts to cure

patients of their homosexuality. The most common treatment was

electric shock aversion therapy1. Electrodes were attached to the

patient’s wrist or lower leg. He (it generally was ‘he’, lesbians were rarely

treated for their ‘condition’) then looked at photographs of men and

women in various stages of undress. Patients would receive shocks when

looking at pictures of men, and avoid shocks by moving to photographs

of women. Smith et al.’s oral history of the treatment of homosexuality

in Britain identified a patient who received this therapy as recently as

1980.

The debate about what is and what is not a disease is particularly

charged in psychiatry because it deals with behaviour and social norms.

Although homosexuality is no longer considered a disease, other sexual

behaviours that are transgressive without being obviously harmful are

still considered as diseases. For example, the MeSH terms class

transvestism as a sexual dysfunction. To take a different area of

behaviour, the section of the Read Codes that deals with disorders has a

category for ‘Harmful Substance Use’ under which alcohol and cannabis

are listed but not tobacco. Smoking does, however, figure in the Read

Codes as a Health-Related Behaviour and as a Dependence Syndrome.

Difficult questions about what is and what is not disease occur

throughout medicine. Women who develop a breast lump that turns out

not to be cancer are sometimes said to have a form of ‘benign breast

disease’. However, it is not clear that all patients in this condition can

appropriately be said to be suffering from a disease. The breast can

develop symptoms similar to those of cancer through processes of

normal change and equally through processes which although not

‘normal’ do not require treatment. High blood pressure is sometimes

considered a disease, sometimes as a risk factor for forms of

cardiovascular disease.

The concept of disease does seem to be linked to that of normality. If

something is normal, then we do not think of it as a disease. The term

‘normal’, however, is a complex one. It has a specific meaning within

statistics where it refers to a particular distribution of probabilities. The

phrase ‘normal range’, which seems to be derived from this meaning,

refers to the two standard deviations above and below the mean of a

distribution; so for anymeasure, the bottom2.5%and the top 2.5%of the

population are outside the ‘normal range’. Clearly, it does not follow that

every time we devise a newway of measuring people, we must then
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classify 5% of the population as diseased. Outside of statistics, ‘normal’ is

sometimesused tomean ‘common’or ‘representative’.Onotheroccasions

its meaning is different again; if we now say that homosexuality (or come

to that left-handedness) is perfectly normal, we do not mean that it is not

unusual, but something else: that it is harmless or perhaps that it is

acceptable.

Murphy identifies a number of other ways in which one might

attempt to define disease2. One thought might be that it is the response

of the body to harmful or threatening insults. This, however, would

exclude congenital disorders and include benign responses such as

suntan. One could define disease as something that might shorten a

patient’s life or threaten their happiness, but again that would include

things that are not really diseases (poverty, ignorance, recklessness).

There does not seem to be an easy answer. Murphy links the definition

of disease to the concept of homeostasis. We are able to function in a

range of environments and to survive a variety of stresses because our

bodies incorporate mechanisms that respond to these external

challenges. These regulatory mechanisms promote homeostasis, a return

towards optimal operating conditions. Certainly it is true that many

patients present in clinic because their bodies have proved unable to deal

with some environmental challenge. Murphy argues that the term

disease is used in three distinct senses, each to do with the interaction

between the organism and its environment:

1 The body’s attempt to maintain a normal operating environment

despite external stresses. So the symptoms of food poisoning are,

essentially, a homeostatic process. The appropriate treatment is to

work with the homeostatic process.

2 Perversion of a normal homeostatic process. Hypertension is an ex-

ample of this. The appropriate treatment is to adjust the homeostatic

process.

3 An anarchical state that is no way directed towards serving the body.

Cancer is the obvious example here. The treatment is to attack the

anarchic system.

This does not entirely solve the problem. One grey area that remains

concerns asymptomatic patients in whom a process is underway which

may lead to disease. Are such patients suffering from an early stage of the

disease or are they healthy but at risk? It does, however, help get away

from a discussion of normality and normal behaviour or normal

functioning. The important point about homeostasis is that it is defined

in terms of what is optimal for the individual in dealing with their

environment, not in terms of what is normal.

(continued)
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ICD-10 makes a distinction between not elsewhere specified and not elsewhere

classified. The form of words not elsewhere specified is intended to deal with

a situation that often crops up in medical terminology, when there are

different forms of a condition one of which is very much more common

than the others. In these situations. it often happens that the name that

rationally should be the umbrella term for all the conditions is loosely applied

to the common one, so that the term mitral stenosis is assumed to refer to

rheumatic mitral stenosis, unless it is further qualified; hence it figures in the

classification as mitral stenosis, not elsewhere specified. The form of words not

elsewhere classified is used as a warning, to indicate that there are other

categories for this condition, elsewhere in the classification. For example,

J16 is defined as pneumonia due to other infectious organism not elsewhere classi-

fied, because there are many other categories of pneumonia elsewhere, e.g.

P23, congenital pneumonia.

MeSH: Medical Subject Headings

Since 1966 the National Library of Medicine in the USA has been compiling

indexes of published medical research. The result, Medline, was described

in Chapter 4. It is a fantastic resource for medical research, a database

of 12 million citations covering 4600 medical journals published in 70 coun-

tries. There are a variety of ways of getting hold of Medline, but for most

purposes the simplest is the Entrez PubMed website. Using PubMed you

can search Medline in a variety of ways: if you are looking for a particular

article and you know who wrote it, for example, you simply enter the

authors’ names, perhaps a range of dates, and, with luck, PubMed will

retrieve the complete citation, an abstract and even, if you’re really lucky, a

link to an electronic version of the complete text of the article. When I

use PubMed, it is generally not to find a specific article that I am already

aware of, but just to find what articles have been published on a particular

topic. One can do this in a slightly hit-or-miss way by just entering a few

likely words in the search box – just as one would with Google or any of the

other Internet search engines – and seeing what comes up. The alternative is

to take more careful note of the work that the National Institutes of Health

(NIH) put into indexing Medline and to search using the Medical Subject

Headings (MeSH).

Box 7.2 The definition of disease (continued)
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Every year more than 400 000 articles are added to the database. When an

article is added, it is indexed under a set of headings. This means that

someone, an actual human being, has read it, decided what the article is

about and how best to classify this ‘aboutness’ under a set of standard

headings. These headings are the MeSH terms2.

Multiple hierarchies

The MeSH terms cover a wider terrain than the ICD-10 codes, since the re-

quirementhere is toprovidea setof categories that allows the classificationof all

biomedical research,whereas theauthorsof ICD-10areessentially interested in

causes of death and forms of illness. Table 7.2 shows the top-level headings in

the MeSH hierarchy, and gives a sense of the scope of the classification.

The MeSH descriptors are, like the ICD-10 codes, arranged in a hierarchy.

Each point in the hierarchy has a ‘tree number’. When you go down a level in

the hierarchy, each new descriptor has a tree number that consists of the tree

number for the higher level with an additional suffix. So, for example, the

tree number for Mental Disorders is F03, and one of the subclasses of Mental

Disorders is Delirium, Dementia, Amnestic and Cognitive Disorders, which

has the tree number F03.087. Dementia has the tree number F03.087.400;

AIDS Dementia Complex is F03.087.400.050; and so on.

TheMeSHhierarchy ismore complicated than that of ICD-10.Whereas each

ICD-10 code corresponds to a unique position in the hierarchy, a single MeSH

term may occur in a number of places. A straightforward treelike decompos-

ition of medical concepts is harder to make work in practice than it might

seem at first glance. This is because there are many different ways in which

concepts like diseases can be organised in a hierarchy. To go back to AIDS

Dementia Complex, this concept appears not only under Mental Disorders

[F03] but also under Diseases [C]. In fact it appears in four different places in

Table 7.2 The top-level headings in the MeSH hierarchy.

A Anatomy

B Organisms

C Diseases

D Chemicals and drugs

E Analytical, diagnostic and therapeutic techniques and equipment

F Psychiatry and psychology

G Biological sciences

H Physical sciences

I Anthropology, education, sociology and social phenomena

J Technology and food and beverages

K Humanities

L Information science

M Persons

N Health care

O Geographic locations
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the Diseases hierarchy: once under Nervous System Diseases, once under

Immunological Diseases and twice under Virus Diseases – once as an RNA

Virus Infection and once as a Sexually Transmitted Disease. As is shown in

Table 7.3, each appearance of the heading in the hierarchy has a different tree

number. There is a separate code that uniquely identifies the heading, but the

tree numbers correspond not to headings but to each appearance of a heading

in the hierarchy. Here is another example to show how tangled the hierarchy

is: fathers figure under [F] as a behaviour, under [I] as a topic for sociological

enquiry and under [M] as a class of persons.

A further difference between ICD-10 and MeSH is that the MeSH hierarchy

extends to an arbitrary number of levels. The ICD-10 hierarchy is relatively

flat. Blocks of three-character codes are assigned to the 21 different chapters.

There is little by way of structure within the chapters and for each three-

character code there is a single layer of further specification provided by the

fourth character. In contrast the tree of MeSH is allowed to extend to as many

different levels of specialisation as the domain demands.

MeSH tables

Each heading is defined by a table. See Table 7.4, for example, which gives

the heading, a list of tree numbers that identify the different points where the

Table 7.3 AIDS Dementia Complex appears at five different locations in the hierarchy.

Virus Diseases [C02]

RNA Virus Infections [C02.782]

Retroviridae Infections [C02.782.815]

Lentivirus Infections [C02.782.815.616]

HIV Infections [C02.782.815.616.400]

AIDS Dementia Complex [C02.782.815.616.400.070]

Virus Diseases [C02]

Sexually Transmitted Diseases [C02.800]

Sexually Transmitted Diseases, Viral [C02.800.801]

HIV Infections [C02.800.801.400]

AIDS Dementia Complex [C02.800.801.400.070]

Nervous System Diseases [C10]

Central Nervous System Diseases [C10.228]

Brain Diseases [C10.228.140]

Dementia [C10.228.140.380]

AIDS Dementia Complex [C10.228.140.380.070]

Immunologic Diseases [C20]

Immunologic Deficiency Syndromes [C20.673]

HIV Infections [C20.673.480]

AIDS Dementia Complex [C20.673.480.070]

Mental Disorders [F03]

Delirium, Dementia, Amnestic, Cognitive Disorders [F03.087]

Dementia [F03.087.400]

AIDS Dementia Complex [F03.087.400.050]
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heading appears in the hierarchy, some information about annotation, a brief

note explaining the scope of the term, a set of what are called entry terms, a

set of what are called qualifiers, some information about how the heading

was indexed in earlier versions of the system and a unique ID. The next two

subsections discuss the idea of entry terms and the system of qualifiers.

Multiple entry points

Each heading corresponds to what theMeSH developers call a descriptor class.

A descriptor classmight be a single concept, but itmight correspond to a cluster

of concepts. So, for example, the descriptor AIDS Dementia Complex refers to

that concept, but also to a refinement of it, HIV encephalopathy, and also to a

Table 7.4 The complete MeSH entry for AIDS Dementia Complex.

MeSH heading AIDS Dementia Complex

Tree number C02.782.815.616.400.070

Tree number C02.800.801.400.070

Tree number C10.228.140.380.070

Tree number C20.673.480.070

Tree number F03.087.400.050

Annotation Coord IM with HIV-1 or HIV-2 (IM or NIM) if pertinent

Scope note A neurologic condition associated with the Acquired Immuno-

deficiency Syndrome and characterised by impaired concentra-

tion and memory, slowness of hand movements, ataxia,

incontinence, apathy and gait difficulties associated with HIV-1

viral infection of the central nervous system. Pathologic examin-

ation of the brain reveals white matter rarefication, perivascular

infiltrates of lymphocytes, foamy macrophages and multi-

nucleated giant cells. (From Adams et al. Principles of Neurology,

6th edn, pp. 760–761; N Engl J Med 1995;332(14):934–940.)

Entry term AIDS Encephalopathy

Entry term Dementia Complex, AIDS-Related

Entry term HIV Dementia

Entry term HIV Encephalopathy

Entry term HIV-1-Associated Cognitive Motor Complex

Entry term HIV-Associated Cognitive Motor Complex

Entry term AIDS-Related Dementia Complex

Entry term Acquired Immunodeficiency Syndrome Dementia Complex

Entry term Dementia Complex, Acquired Immunodeficiency Syndrome

Entry term Encephalopathy, AIDS

Entry term Encephalopathy, HIV

Entry term HIV-1 Cognitive and Motor Complex

Allowable qualifiers BL CF CI CL CO DH DI DT EC EH EM EN EP ET GE HI IM ME MI MO

NU PA PC PP PS PX RA RH RI RT SU TH TM UR US VE VI

Previous indexing Acquired Immunodeficiency Syndrome (1983–1989)

Previous indexing Dementia (1983–1989)

History note 1990

Unique ID D015526

Clinical terms 109



related concept, HIV-1-Associated Cognitive Motor Complex. Some of these

concepts are associated with more than one term. For example, HIV Enceph-

alopathy can be referred to either using the preferred term (which, unsurpris-

ingly, is HIV Encephalopathy) or a synonym: AIDS Encephalopathy. The

complete list of terms for the concept and for all the subordinate and related

concepts provides the total set of possible entry points for the heading Aids

Dementia Complex (Table 7.5). That is to say, searching PubMed for AIDS

Encephalopathy will retrieve all the articles indexed under AIDS Dementia

Complex.

Qualifiers

As well as being associated with a set of alternative entry points, each heading

is associated with a list of allowable qualifiers. These let the reader who

indexed the article specify the theme of each article more precisely. So, to

pick an article at random from the 2245 articles indexed under AIDS Demen-

tia Complex:

Nath A, Maragos WF, Avison MJ, Schmitt FA, Berger JR. Acceleration

of HIV dementia with methamphetamine and cocaine. J Neurovirol

2001;7(1):66–71.

is indexed under the following headings, with the indicated qualifiers shown

after slashes (asterisk indicates heading is a major subject for the article):

MH – AIDS Dementia Complex/complications/*diagnosis

MH – Adult

MH – Amphetamine-Related Disorders/complications/*diagnosis

MH – Antiretroviral Therapy, Highly Active

MH – Blood–Brain Barrier

MH – Brain/pathology

MH – Case Report

Table 7.5 The various entry points for AIDS Dementia Complex.

AIDS DEMENTIA COMPLEX [descriptor class]

Concept Class I – preferred concept

Terms:

AIDS Dementia Complex (preferred term)

HIV Dementia

HIV-Associated Cognitive Motor Complex

Dementia Complex, AIDS-Related

Concept Class II – Subordinate Concept (narrower)

Terms:

HIV Encephalopathy (preferred term)

AIDS Encephalopathy

Concept Class III – Subordinate Concept (related)

Terms:

HIV-1-Associated Cognitive Motor Complex (preferred term)
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MH – Cholinergic Antagonists/therapeutic use

MH – Cocaine-Related Disorders/complications/*diagnosis

MH – Disease Progression

MH – Human

MH – Levodopa/therapeutic use

MH – Magnetic Resonance Imaging

MH – Male

MH – Methamphetamine/adverse effects

MH – Movement Disorders/complications/diagnosis/drug therapy

MH – Support, US Government, Public Health Service

The system of qualifiers allows users who wish to search for articles about, for

example, the adverse effects of methamphetamine to avoid retrieving articles

about its therapeutic uses.

Read Codes

The best-known coding system, at least in the UK, is that of Read Codes. It

was first developed by James Read in the 1980s, for use in general practice. In

the first version each term was associated with a four-character code. Al-

though the labels were not meaningful abbreviations, they carried informa-

tion about the position of the term in the hierarchy. So all examinations and

signs began with a 2, all observations relating to fever began with 2E, all those

relating to the level of fever began with 2E3 and the code for ‘elevated

temperature’ was 2E34.

Just as the UK ran out of seven-digit telephone numbers in the 1990s, so

James Read had to move to a five-character code in order to expand his

system for hospital use. This five-byte set was later updated to create Version

2. Version 3, also known as Clinical Terms Version 3 (The Read Codes) – or

CTV3 for short – followed in 19943. The next version, SNOMED CT, is an

amalgamation of the Read Codes with the US SNOMED system and is the

final system discussed in this chapter.

Despite the enormous investment that was put into the development of the

Read Codes (see Box 7.3) they are hardly used outside primary care and are used

only in fairly limited ways within primary care. Interestingly, the most well-

developed version of the Read Codes, CTV3, is hardly used at all, with most

commercial developers of GP software choosing not to upgrade beyond Version

2. This is disappointing because research has shown clear advantages to using

CTV34. These advantageswere, however, not obvious enough, or notwell under-

stoodor too removed fromactual patient benefit to push forward the adoptionof a

new system. The clinicians did not demand it, the developers were not keen to

provide it and the government did not force the issue, and then SNOMED CT

appeared on the horizon, so the move to CTV3 never really happened.

CTV3 is, however, still worthy of our attention because it is worth looking

in detail at three innovations that were introduced in moving to CTV3: the
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Box 7.3 The purchase of the Read Codes

Maria Eagle MP: Mr Langlands, if you saw someone walk into a brick wall,

pick themselves up and walk into that same brick wall again, and pick

themselves up and walk into the brick wall again, would the thought maybe

cross your mind that they might be drunk or of unsound mind or would you

perhaps conclude that they were incapable of avoiding brick walls?

Alan Langlands: I think I know the next question and therefore I fashion my

answer accordingly. I think that this Committee has heard on a number of

occasions about failings in relation to information management and

technology in the NHS Executive and in the NHS.

Minutes of Evidence to the House of Commons Public Accounts

Committee, 23 March 1998:

The Read Codes were originally developed by the eponymous Dr

Read. However, in 1990 the copyright was acquired by the NHS. The

further development of the Codes was paid for by the NHS, which

established the NHS Centre for Coding and Classification (the Centre) for

that purpose. Distribution of, and support for, the Codes was, however,

the responsibility of a private company, to whom users of the codes had

to pay a licence fee. The curious feature of the arrangement was that Dr

Read was both the director of the Centre and the owner of the company,

Computer-Aided Medical Systems (CAMS), granted exclusive rights to

distribute the Codes.

By the time the project came to the attention of the Public

Accounts Committee, Dr Read, who had already received £1.25 million

for the original sale of the Read Codes, was being paid over £70,000 a

year as director of the Centre at which £32 million of public money had

been spent developing the Codes, the use of which was earning him at

least £40,000 a year through his company. There were some juicy details

in the evidence to the committee, with questions being asked about the

appointment of Dr Read’s brother – a primary school teacher – to a

£40,000 post in CAMS and about the promotion of a member of the

Centre’s staff with whom Dr Read had a personal relationship. At one

point, it was noted, Dr Read’s travel expenses were being paid twice

over: once through the Centre and once through CAMS.

Unsurprisingly the Committee’s Report concluded that the

NHS Executive had failed to exercise effective oversight in financial

and management matters at the Centre and had set in place

arrangements that created a conflict of interest for Dr Read. Their report

also highlighted a number of findings that the committee felt were of

general applicability and that are directly relevant to the subject of

this book:
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distinction between concepts and terms; the use of multiple hierarchies; and

the idea of qualifiers. These innovations are of technical interest and are also

of practical relevance because they are retained in SNOMED CT.

Concepts, descriptions and terms

CTV3 makes a distinction between the concepts used in medicine and the

terms that are used to describe them. We say that the terms tumour and

neoplasm are synonyms because they are used to describe the same concept.

Just as two or more terms can apply to a single concept, sometimes two

. The need to plan investment in information technology on the basis of

sound investment appraisals. The report argued that the NHS Execu-

tive failed to assess the cost and benefits, to analyse the risks or to

produce a business case for the project on which it went on to spend

£32 million.
. The need to evaluate pilot projects before implementation. The NHS

Executive was said to have been reluctant to agree to a full independ-

ent appraisal of the Read Codes before implementation.

The tragedy in all this was that the same committee had made not

dissimilar points about previous projects, most notoriously the Wessex

Regional Health Authority Regional Information Systems Plan. This was

a project that aimed to install terminals in all offices, hospitals and wards

in the Wessex region. All core systems, covering hospital information,

manpower, estates, community care and accountancy, were to be

accessible from any terminal, and data in any application would be

accesible by any other. Implementation was expected to take five years

at a cost of £25.8 million. When the project was finally abandoned, in

1990, £20 million had been wasted, little had been implemented: a

ledger system, accounts systems in five districts, and a hospital

information system in one single hospital.

In concluding its report into the purchase of the Read Codes, the

Committee wrote: ‘Clear lessons have emerged from the development of

the Read Codes, about setting out business cases about project and

programme management and about implementation of systems across

the NHS. We look to the Executive to apply these lessons to other areas

of their Information Management and Technology Strategy.’ It would

be interesting to know if those responsible felt that these lessons had

been applied in more recent projects.
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concepts can be described by a single term. For example, the term fit can be

used to describe convulsions but also a general state of well-being.

In CTV3 each concept is given a unique five-character code, the Read Code.

Each term is also given a unique five-character code, the term ID. A descrip-

tions file identifies which terms apply to each concept. As in the MeSH, where

two or more terms describe a concept, one of the terms is identified as the

preferred term (P) and the others are designated as synonyms (S) (Table 7.6).

Multiple hierarchies

The early versions of the Read Codes were, like ICD-10, essentially enumera-

tive systems, where each concept was assigned a single code and the code was

determined by the position that the concept was assigned in the hierarchy. In

CTV3, however, as in MeSH, each concept may appear at more than one

location in the hierarchy (Table 7.7). The code, therefore, is assigned to the

concept, not to the position in the hierarchy. The concepts are assigned codes

Table 7.6 Read Codes and Term IDs. The two concepts of umbilical and spinal cord

compression are both described by two terms: a preferred term and a synonym. The

term Cord compression applies to two concepts.

Read Code Term P/S Term ID

X40Cc Umbilical cord compression P YaaGm

X40Cc Cord compression S Y40xj

Xa0Nk Spinal cord compression P Ya1XS

Xa0Nk Cord compression S Y40xj

Table 7.7 CTV3 includes multiple hierarchies, allowing a ‘child’ to

have several ‘parents’. For example, tuberculous meningitis is

classified under bacterial diseases but also under neurological disorders.

Two fragments of the CTV3 concepts hierarchy

Disorders

Neurological disorders

Inflammatory and infective disorders of the CNS

Meningitis

Infective meningitis

Bacterial meningitis

Tuberculous meningitis

Infective disorder

Bacterial disease

Mycobacterial disease

Tuberculosis

Tuberculosis of meninges and CNS

Tuberculous meningitis
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arbitrarily and then grouped into hierarchies that reflect the designers’ model

of the domain.

Qualifiers

In the clinical terms, as in other systems, concepts are organised hierar-

chically so that the concepts at the bottom of the hierarchy are more closely

specified than those at the top. Each downward step through the hierarchy

is a move from a more general to a more specific classification, perhaps

corresponding to the addition of an adjective to the description of the disease

or symptom or procedure. There are certain adjectives that are used to

describe almost all disorders or almost all procedures. Almost all disorders,

for example, have a severity (mild, moderate or severe). Almost all proced-

ures have a priority (urgent or non-urgent). It makes sense, therefore, to treat

these terms as adjectives, as terms that can be used to qualify concepts in

the hierarchy. This is slightly different from the way qualifiers are used in

MeSH. Here the qualifiers provide a further level of refinement; there

the qualifiers provide a different set of axes for refinement.

The technique used in CTV3 is to allow users to construct triples composed

of an object (the core concept), an attribute and a value. So, for example, a

disorder such as migraine can have attributes: severity, episodicity and site.

Severity can take the values mild, moderate and severe. Episodicity can take

the values first episode, new episode, ongoing episode. Site can take any

number of values identifying brain tissue structures. Each of the attributes

and each of the values is itself a concept in the CTV3 hierarchy.

CTV3 contains a template for each concept. The template defines the set of

legal combinations of attributes and values that are appropriate for the con-

cept. For example, migraine may have the attribute site, but depression, for

example, may not. Depression may take the attribute severity, while cancer

may not. Interestingly breast cancer can take the attribute site, but cancer

cannot. Remember that one of the goals of coding was to remove synonyms;

therefore, systems like CTV3 are designed so that there is only one way to

represent a concept. Since breast cancer is a core concept in the hierarchy, it

must not be possible to create a qualified concept, cancer: site ¼ breast.

SNOMED CT

The Systematized Nomenclature of Medicine (SNOMED) began life as the

Systematized Nomenclature of Pathology (SNOP) and was an initiative of the

American College of Pathologists begun in 1965. SNOP evolved into

SNOMED in 1974 and went through four different versions before it was

decided, in 1999, that the next version would be a merger between the

existing SNOMED terminology and CTV35,6.

The basic unit in SNOMED CT, as in CTV3, is the concept. SNOMED CT

containsmore than350 000 concepts. Each concept is given aunique identifier
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and a set of descriptions. The description is a word or form of words used in

clinical language to denote the concept. Just as in the MeSH and the Read

Codes, where there is more than one description for a concept, one is always

considered the preferred term and the others are labelled as synonyms. There is

a slight complication in SNOMED CT in that, in addition to the preferred term

and the synonyms, each concept is also given a ‘fully specified name’; generally

this is an idealised version of the preferred term, which is slightly too long-

winded to be acceptable in practice. For example, the descriptions provided for

the concept identified as 22298006 are:

Fully specified name: Myocardial Infarction (disorder)

Preferred term: Myocardial Infarction

Synonym: Cardiac infarction

Synonym: Heart attack

Synonym: Infarction of heart

Synonym: Infarto de miocardio

Definitions

This may not seem too different from CTV3. SNOMED CT is, however, a very

different system from CTV3. Unlike CTV3 or its predecessors, the terminology

sets out to provide a set of definitions for each of the concepts in the domain.

By ‘definition’ I mean something very far from ‘description’. In SNOMED

parlance the description is just a selection of text strings corresponding to

possible synonyms. The definition is also something quite different from the

paragraphs of explanatory text that accompany the more contentious terms

in ICD-10. The SNOMED definition of a concept is part of the logic of the

system; it is represented as the set of relationships that exist between the

concept and the other concepts in the system.

There are two kinds of relationship in SNOMED: ‘is a’ links and ‘attribute’

links. The definition of a concept therefore has two parts: a set of ‘is a’

links between the concept and its parents and a set of ‘attribute’ links

that connect it to other concepts. The ‘is a’ links specify the concept’s

position in one or more hierarchies. Already in MeSH and in CTV3 we have

encountered the idea that a concept can be classified in different ways

and therefore might be found in more than one position in a classification.

This idea is taken further in SNOMED CT. Concepts are arranged in 19

hierarchies, listed in Table 7.8, and, of course, each concept is allowed to

exist in more than one. So, for example, lumbar discitis is a discitis and also a

disorder of back.

Attributes

The definition of a concept also includes a set of attributes: relationships that

link the concept to other concepts in other hierarchies (Figure 7.2). For

example, the definition of lumbar discitis includes the relationship Finding–

Site, which connects the concept lumbar discitis to the concept intervertebral
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Table 7.8 There are 3 major and 16 minor hierarchies in the

SNOMED clinical terms.

SNOMED CT’s 19 hierarchies

Major Finding

Disease

Procedure/intervention

Minor Observable entity

Body structure

Organism

Substance

Pharmaceutical/biologic product

Specimen

Physical object

Physical force

Events

Environments/geographical locations

Social contexts

Context-dependent categories

Staging and scales

Attribute

Qualifier

Special concept

Finding site Body structure
Causative agent Organisms, substances, physical

objects, physical forces
Associated morphology Morphology
Severity Mild, moderate, severe
Onset Sudden, gradual
Course Courses
Episodicity First episode, new episode,

ongoing
Interprets Observable entity, biological

function, procedure
Has interpretation Findings, result, comments
Pathological process Pathological process descendants
Associated aetiological finding Findings, disorders
Temporally follows Findings, disorders, procedures

FindingsHas definitional 
manifestation
Occurrence Temporal periods

General clinical stage for disease 
and/or neoplasm
Person, family, community, donor

Stage

Subject of information

Finding

Figure 7.2 Attributes used in the definition of concepts in the Findings hierarchy.
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disc. This connection is part of the definition of lumbar discitis, it is part of what

gives the concept its meaning. The concept allergic rhinitis due to pollen con-

tains the following definition:

Allergic rhinitis due to pollen

Is a allergic rhinitis

Has finding site nose

Has associated morphology inflammation

Has causative agent pollen

The definition consists of a single ‘is a’ link that identifies the concept, which

is an immediate generalisation of allergic rhinitis due to pollen and of three

attribute links that identify its essential characteristics.

It is worth reflecting on the intellectual journey involved in moving from a

simple enumerative coding scheme like ICD-10 or the early versions of the

Read Codes to a scheme like this. Instead of the terminology being a list of

labelled concepts in which the only structure is the grouping together of

concepts into chapters or sections that address a common theme, SNOMED

CT employs a highly multidimensional representation in which different

ways of classifying concepts in the domain are teased apart, allowing the

explicit representation of concept definitions in terms of the relationships

between concepts. To return to the molecular model metaphor introduced

at the start of the chapter, SNOMED CT is not just an enumeration of the

semantic ‘atoms’ but in fact a specification of how they are combined in

‘molecules’. We do not just say that lumbar discitis is a term within the

terminology, we have a scheme that says things about it: for example, that

it occurs in the intervertebral disc.

The development of such a system is no mean feat. Identifying the appro-

priate links for the huge variety of concepts required by SNOMED is a task of

enormous complexity and some subtlety. For example, the concept repair of

hammer toe refers to a procedure for which in 90% of cases the most obvious

parent is incision of bone; however, 90% still leaves the 10% of cases where the

repair only involves soft tissue, hence the parent concept has to be the more

general surgical repair. Similar niceties are involved in the assignment of rela-

tionships; the rule is that the relationship must hold true in 98% of cases.

Clearly the modellers will not always have the data to hand that would allow

them to know for certain whether it holds in 90%, 95% or 98% of cases.

Clearly, too, things can change. There is another subtlety that makes the

assignment of links evenmore complicated: the relationships that are assigned

for a parent concept are automatically also held to be true of its children.

Qualifiers

SNOMED CT provides a similar mechanism to that provided by the qualifiers

in CTV3 for allowing users to add further detail to the concepts provided in

the standard. They can do this in two ways: they can add an attribute that

was not previously included in the definition or they can edit an attribute so
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that it links the concept to a more specific class. An example of additional

characterisation would be to add the attribute priority with value emergency to

the list of attributes defining appendectomy. An example of further specifica-

tion would be to change the definition of bacterial meningitis so that the

causative agent was streptococcus rather than bacterium.

Although SNOMED CT is a much more sophisticated system for represent-

ing medical concepts than most of its predecessors, the design is relatively

simple. The standard can be considered a set of just three database tables:

Concepts, Descriptions and Relationships (Figure 7.3). Consider each in turn,

starting with the table of Concepts. Each concept has a unique identifier. Each

identifier has a row in the Concepts table containing the corresponding

identifiers from the two legacy systems SNOMED RT and CTV3, the concept

status (active or retired) and a flag indicating if the concept is currently

considered to be fully defined. Each identifier also has a row in the Descrip-

tions table, which includes all the descriptions that correspond to the concept.

The Descriptions table has a row for each concept, and a column for the fully

specified name, a column for the preferred name and as many extra columns

as are required, one for each of the synonyms. Finally the Relationships table

will have four columns: a relationship ID, the concept IDs for the two concepts

in the relationship and a relationship type. Essentially, the type tells us

whether the relationship is an ‘is a’ link, i.e. part of the hierarchical arrange-

ment of concepts, or an ‘attribute’, a connection across two hierarchies.

Desiderata for a controlled clinical terminology

In 1998, James Cimino set out a number of desiderata for a controlled clinical

terminology7. The single most important quality of any terminology is, obvi-

ously, coverage. Nothing is more important than that there should be a

code in the terminology to express what the user wishes to record. Of course,

Descriptions table
Concept ID
Description ID
Term
Description status
Description type

Language code

Concepts table

Concept ID

Fully specified name

SNOMED RT code

CTV3 code

Concept status

Is-Primitive flag

Relationships table
Relationship ID
Concept ID1
Concept ID2
Relationship type

Figure 7.3 SNOMED CT database tables.
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there are different ways of achieving adequate coverage. The straightforward

enumeration of concepts is probably not adequate; some degree of composi-

tionality is required, either combining atomic codes or allowing modifiers to

add a further level of specification. In addition to coverage, Cimino identifies

a number of desiderata connected to the role of concepts in terminologies:

first, that we should understand that the unit of symbolic processing is the

concept; second, that the concepts should be permanent and inviolate even if

the hierarchy or the descriptive terms used are required to change; and

finally, that each concept should have a unique identifier, which is one of

the descriptive terms for the concept, not, as it is in ICD-10 and was in the

Read Codes until CTV3, a number derived from the concept’s position in the

hierarchy. Hierarchies are almost universal in the field of clinical terminology

and most systems, MeSH, CTV3 and SNOMED included, adopt multiple

hierarchies which allow a child to have many parents. As was noted in the

discussion of ICD-10, concepts such as Not Elsewhere Classified are problem-

atic and a particular barrier to the graceful evolution of the terminology, and

any system with ambitions to survive even a short period should be designed

to allow for changes and revisions. A further desideratum is that the termin-

ology should support a variety of levels of granularity, coping with the

varying degrees of precision required by different authors. A related idea is

that the terminology should support a variety of views, with different users

being shown more or less of the building blocks that make up the termin-

ology. The implication here is that there will be parts in the hierarchy that

might normally be concealed from view. There might be ‘intermediate’ con-

cepts that are required to allow a sensible decomposition from top-level

concepts to meaningful specific concepts but that are not, in practice, useful

descriptors for clinical concepts. There is a set of requirements for a termin-

ology that is to do with howmuch of the internal machinery is exposed to the

user. By machinery, I mean not just the ‘intermediate concepts’ mentioned

above but other elements too, such as the formal concept definitions of the

kind provided in SNOMED CT.

Most of these desiderata have been met by the later systems, CTV3 and

SNOMED CT. It is interesting, however, that the older systems are still widely

used and there seems very little sign that manufacturers wish to adopt the

newer proposals or that their customers are putting them under any pressure

to move on. The advantages of the newer systems are in part technical; they

are more elegant solutions. This is, however, irrelevant if people have adapted

to the inadequacies of the earlier systems. They are also more powerful tools.

They are more expressive, allowing users to put more clinical content into

codes. They also have a richer internal structure, allowing closer integration

with other tools, such as decision support systems. These advantages, how-

ever, remain largely theoretical. Clinicians are not keen to put more effort

into coding. Decision support tools to take advantage of the newer codes do

not yet exist.
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Chapter 8 looks at issues of knowledge representation, of how to represent

concepts and ideas in computer systems. The techniques covered include

those required to build the decision support tools, which are expected to

allow coded patient data to be used to improve patient care. It is worth noting

that these techniques are also used in the more sophisticated terminology

systems, such as SNOMED CT. Interestingly, one of the more highly devel-

oped schemes for representing clinical knowledge (GALEN) is intended as a

terminology server, a system that provides a set of rules and a representation

of clinical concepts in order to be able to generate different terminologies

for different clinical goals. To understand how this works, however, we will

need to spend a little time looking at the notion of knowledge representation

more generally.
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CHAP T E R 8

Knowledge representation

The term ‘knowledge representation’ comes from artificial intelligence,

the attempt to program computers to carry out various tasks that, at least

when carried out by humans, seem to require intelligence. Such tasks very

often involve reasoning about a body of knowledge, perhaps very general

knowledge about some aspect of the world, human behaviour or language,

or some very specific knowledge about a particular domain. Inevitably, tack-

ling such tasks with computers requires that the knowledge be rendered

explicit in a computable formalism. The field of knowledge representation

developed out of attempts to design such formalisms. Now, however, ideas

that were first used in artificial intelligence are applied in other areas of

computer science and knowledge representation is a field of more general

interest.

One textbook on the topic defines knowledge representation as the appli-

cation of logic and ontology to the task of constructing computable models for

some domain1. We first met the term ontology in Chapter 2 where I said it

was ‘borrowed from a branch of philosophy concerned with questions of

what kinds of thing can be said to exist’. In knowledge representation we

are concerned with how we organise the often vague and unanalysed ideas

that people have into a computable model of an application domain. Part of

that process, the ontology part, is to do with working out what symbols and

terms we need in the representation. The issues here are similar to those that

were discussed in Chapter 7. The other part, the logic part, is to do with

ensuring that the model is computable. The aim in this chapter is to focus

more on the logic and less on the ontology, although a complete separation of

the issues is impossible.

In introducing the term ontology in Chapter 2, I went on to say that ‘in

health informatics (and computer science more generally) the word is used to

refer to a specification of the concepts and relationships that can exist for a

particular domain and application’. In this chapter, I illustrate some of the

important issues in knowledge representation by looking at examples of

ontologies created for different clinical applications. First, I want to describe

an initiative known as the Semantic Web, because the project provides a

useful illustration of the challenges involved in building systems based on the

representation of some body of knowledge and because some of the tools

developed for the Semantic Web are becoming widely used in building

ontologies for medicine and other fields.
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Developing the Web

One of the enduring peculiarities of the information technology industry is

that many of its most successful products provide solutions to problems that

people did not know they had. No one knew that they needed a spreadsheet

until Bricklin and Frankston invented Visicalc in the 1970s. No one knew that

they really wanted email until DARPANET came along. The creation, by Tim

Berners-Lee, of a system to allow the retrieval of structured documents stored

on networked computers brought into being a medium that is now so ubi-

quitous that it takes an effort of mind to recall how unanticipated was its

success2. The protocols and conventions that define the World Wide Web –

that everything is identified via a uniform resource locator (URL), that the

layout of documents is determined by a set of tags known as hypertext mark-

up language (HTML), that files are transferred according to the hypertext

transfer protocol (HTTP) – were designed by Berners-Lee in 1990 while he

was working at the Conseil Européen pour la Recherche Nucléaire (CERN),

the European organisation for nuclear research. The original objective was

merely to develop document management facilities to help the institute’s

scientists. The first graphical user interface for a Web browser was developed

by a graduate student at the United States National Center for Supercomput-

ing Applications 3 years later. Netscape Communications was founded in

April 1994, released its first browser – Netscape Navigator 1.0 – in December

that year and was floated onWall Street in August 1995, at which point it was

valued at $2.7 billion.

Tim Berners-Lee subsequently moved to the Massachusetts Institute of

Technology (MIT) and worked with a group known as the World Wide

Web Consortium or W3C. The avowed aim of W3C is to allow the Web to

achieve its full potential, and it works with a great many collaborators across

the world developing new languages and standards to enhance the Web’s

capabilities. It is involved in a great many activities, and it would not be

appropriate to list them all here. Broadly speaking, however, one can identify

two ways in which the Web can be developed. I tend to think of HTML and

HTTP as operating at a particular conceptual level, providing a layer above

that of the nuts-and-bolts hardware and software that allow the retrieval and

display of Web pages, and below that of the business and social processes that

operate via the Web, such as booking plane tickets, browsing news headlines

and downloading MP3s. One of the ways in which W3C seeks to develop the

Web is to work down from that layer, extending the standards and protocols

that define the Web so that they provide more control over the operation of

the machines on which the software runs. This kind of work is aimed at

making it possible for software applications to operate across the Web, pro-

viding what are known asWeb services. Another way of enhancing theWeb’s

capabilities is to extend the Web layer in the other direction, away from the

detail required to program the computer and to look more at the concerns

and goals of the human users. Traditional HTML tags serve to indicate how a
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document is laid out. Imagine if, instead of HTML, we used a mark-up

language where the tags indicated what the document meant. Today’s Web

browsers parse the HTML tags that make up a Web page in order to be able to

present it for human consumption. Imagine if, instead, the software we used

to search the Web was able to process the information inherent in the tagged

data and ascertain enough of the meaning to decide on its value or relevance.

This is the goal of the Semantic Web3.

The Semantic Web

Consider an example of how the Semantic Web might work. A medical

researcher wishing to publish the protocol for a new clinical trial could choose

to put it on the Web. Today he or she could do this by using HTML tags to

define how a Web page could be laid out to make it accessible to a human

reader. The tags define, for example, which bits of text should be displayed in

bold or in italics, when paragraph breaks should be inserted, the use of tables

and so on. With Semantic Web technology the researcher could choose to

create a data file using tags that indicated which data items identified the

researchers, the inclusion criteria, the aims of the study, the baseline tests to

be performed, the details of the treatments to be compared and so on. Such a

data file could not only be read by a human being but could also be analysed

by some appropriate software tool. One of the big problems in medical

research at the moment is maximising recruitment to clinical trials. Patients

are often keen to participate in trials, and in theory clinicians want to see

patients recruited into trials but nevertheless the opportunity is often missed.

A number of large databases of clinical trials exist and are accessible via the

Web. Imagine, however, if those databases were available via the Semantic

Web. Instead of searching using a traditional search engine, a clinician with a

patient who was just starting a new treatment could use a tool that was able

to identify the tags used to describe clinical trials. The tool would be able to

inspect the contents of clinical trials websites and automatically identify those

that were most appropriate for a given patient.

Several things have to be put in place before this can be made to work. The

most important, perhaps, is that the clinician, or rather his or her search

engine, needs to have some way of identifying the medical researcher as

someone whose website provides trusted content. Trust and proof are key

concepts in the Semantic Web. At a more prosaic level, the search engine

needs to be able to recognise the tags used to identify the different data items

that make up the trial protocol. How can this work? How can we arrange it so

that the software used by the clinician can anticipate how the medical re-

searcher will have structured the data? One way would be for a body such as

the W3C to decide on an appropriate set of tags and decree that everyone

should use them, that they form a standard. The problem is that the tags

would have to be very specific, to do with the detail of clinical trials, and the

Semantic Web is intended to allow the representation of all sorts of data, from

football scores to supermarket prices to the location of petrol stations.
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The SemanticWeb, therefore, has to operate in a highly decentralisedway, just

like the rest of theWeb. Tomake this possible, the standardsmust be at a higher

level than that of the domain-specific tags.

The first standard that needs to be defined is a mechanism for creating new

kinds of tag. This is already in place. The extensible mark-up language (XML)

is an easily understood and widely used formalism that allows users to mark

up data files by creating their own tags. These tags define what the data are; in

our example they specify that the various entries in the data file identify the

relevant features of a clinical trial. The tags provide data about data and are

therefore known as metadata. XML provides a syntax for creating metadata.

The technologies that are being developed for the Semantic Web are in

essence techniques that allow groups of users to work together by sharing

metadata. To make the Semantic Web work we also need a standard way of

using XML to make simple statements about a domain; for example, that this

document is a clinical trial protocol, that Dr X is the author of this document

etc. For the Semantic Web this is provided by the Resource Description

Framework (RDF), a set of rules for providing simple descriptive information.

In RDF, a notation based on triples – expressed in XML – allows you to assert

that an object has a property with a value. So, for example, we might want to

say that a document ‘Clinical Trial of New Medication for Digital Ulcers

Caused by Scleroderma’ has a property ‘created on’, which might take

the value ‘10 February 2004’. In RDF parlance, the document is the object,

the property is a predicate and the value is the subject. Each element of the

triple must be given a unique resource identifier (URI, a similar notion to that

of the URL in the Web but extended to cover things other than Web pages).

So an RDF description of a particular trial would consist of a set of triples of

URIs, expressed as XML tags.

Ontologies

The final piece in the jigsaw is the creation of ontologies. The W3C proposals

for the Semantic Web include the definition of a Web Ontology Language

called OWL. OWL is a semantic mark-up language, an extension of RDF,

which can be used to specify descriptions of things in the domain of interest:

what are the general classes of entity that exist, what relationships are there

between them, what properties or attributes can they have. In our example

the ontology would have to include enough clinical knowledge to allow the

search engine to match facts about a patient with facts about a trial: for

example, that a trial of interventions for early-stage prostate cancer is not

appropriate for a patient with a tumour greater than a certain size. The

ontology will therefore have to include quite general facts about things like

cancer, and specifically prostate cancer, and about tumours as well as about

trials and patients. By providing tools that enable people to create and share

ontologies, the W3C hopes to allow users, like the clinician in our example, to

carry out automated reasoning on data provided by others – in our case the

medical researcher.

Knowledge representation 125



Ontologies in health informatics

The development of sharable ontologies is perhaps the most important step

along the way to the Semantic Web. Ontologies are also important in other

contexts. In fact, any application where the developers need to think about

the representation of the facts and relationships in a domain must be based on

the kind of thinking that is formalised in an ontology. The motivation behind

building explicit ontologies is often that people want the work that has to be

put into analysing and understanding the domain to be cast in a form that

others can use. Ontologies are sometimes said to be a mechanism for know-

ledge sharing and reuse. These days the sharing is very often a matter of

creating a community of users, of building support for a proposed standard.

Standards such as the Digital Imaging Communication (DICOM) and Health

Level 7 (HL7), which is a set of standards for the interoperability of health

care systems, are based on reference models that can be viewed as ontologies.

We will discuss both of these in Chapter 9.

The more sophisticated terminology systems such as SNOMED CT are

derived from clinical models, also known as ontologies. One of the themes

of Chapter 7 was that simple enumerative coding schemes have proved

unable to support the more complex applications that require standard ter-

minologies, hence the drive to create systems such as SNOMED CT. It is

because SNOMED CT provides not just a hierarchy of terms but also sets of

criteria that define the meaning of those terms that it is an ontology of clinical

concepts rather than simply a terminological standard. Later in this chapter

we will talk about GALEN, an approach to terminology that is based on a very

sophisticated approach to ontologies.

Projects such as openEHR, the electronic health records (EHR) architecture,

and the various guideline representation formalisms can also be viewed as

creating ontologies. We will look in more detail at some of these projects later

in the chapter. First, we look at a short example of an ontology.

Building an ontology

Let us consider how we could use a language like OWL to represent the

ontology or ontologies that would be required to support the application

introduced above, in which the software tool was used to search the Se-

mantic Web for clinical trials that might be appropriate for a particular

patient. It would not be appropriate to present a detailed introduction to

OWL here (see the W3C website for a good one4). Although RDF is ex-

pressed in XML and the syntax of XML is very simple, RDF statements are

not as easy to read as one might wish and the problem is compounded when

RDF is used to create an OWL ontology. However, the basic ideas that OWL

makes use of are very simple. An OWL ontology consists of statements about

classes of thing, statements about the properties that define the classes and

statements about the things themselves. These statements are similar to the
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definitions of relations that we met in Chapter 6, under the heading Predi-

cate Logic.

Classes

Classes are an abstraction mechanism; they group together things with

similar characteristics. The set of individuals grouped together in a class,

the instances of the class, is called the extension of the class. The set of

characteristics that we associate with a class is called the intension. We

sometimes say that a class can have an extensional or an intensional defin-

ition. Defining a class by its extension is a matter of enumerating the mem-

bers. For example, the class of continents is defined as Europe, North

America, South America, Africa, Asia, Australasia and Antarctica. The list of

members is the definition. Defining a class by its intension is a matter of

asserting criteria that can be used to distinguish members of the class from

non-members.

Classes in OWL can be defined extensionally or intensionally. An exten-

sional definition is provided when we describe a class by enumerating the

instances of the class. An intensional definition is provided when we specify a

property restriction for the class, that is to say when we specify a range of

values for some property that class members can have. We can also create

classes out of other classes: for example, defining a class as the intersection of

two other classes, or as the union of two classes or as the complement of a

class.

The formalism is slightly more complicated than this account would suggest

since in OWL we have to distinguish between statements that describe a class

and statements that define a class. We can create a class description by enu-

merating all the members of the class, by specifying a range of values for some

property that members have or by one of the three operations on classes

(intersection, union and complement). These class descriptions are then used

to create the axioms that define classes. Class axioms associate descriptions

with named classes. In OWL we first name a class, and then define it by

creating axioms from class descriptions. An axiom can associate a class de-

scription with a named class in one of three ways. An axiom can state that a

class description is:
. a necessary condition for membership of the named class (the description is

of a subclass of the named class);
. a sufficient condition for membership (the description is of an equivalent

class to the named class);
. an excluding condition (the description is the complement of the named

class).

So, for example, we could create named classes by asserting the existence of

the classes Human, Gender, Women, Mother. We could assert axioms to

define the classes as follows:
. Gender is equivalent to the class description enumerated as male and

female.
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. Women is equivalent to the class description that is an intersection of the

class Human and the class of things that have a value female for the

property has Gender.
. Mother is equivalent to the class description that is an intersection of the class

Women and the class of things that have a value greater than 1 for the

property has number of children.

Properties

In thinking about ontologies, it helps to make a clear separation between the

statements that describe the classes and those that describe instances of the

classes. Both will include statements about properties. In OWL, however,

classes do not actually have properties. It is the instances that have the

properties. So when we make a statement about a property in the description

of a class, it is to say something about the range of values that instances of the

class can have for a particular property. This can either be a statement of a

property restriction, which, as explained above, serves as part of the defin-

ition of the class, or it can simply be a statement about the kind of thing the

property is. So, for example, there might be a property restriction for the class

‘paediatric patients’, which says that the value of property ‘age’ is less than

18. Another statement, which could be associated with the class ‘patient’,

might simply say that the values of the property ‘age’ are normally expressed

as integers.

OWL distinguishes between properties (such as age) that link instances to

datatypes (such as integers) and properties that link instances to other in-

stances. So, for example, a property of the class ‘patient’ could link to the

patient’s normal GP, where GP would be another class in the ontology.

Statements about the properties of particular instances take the form of

triples. We assert that a particular instance (e.g. a patient) has a particular

value for some property. So, patient John Smith has age 46, for example.

John Smith is a patient of Dr Jones, for another example.

OWL allows users to specify a number of features of properties, and indeed

to create hierarchies of properties that are specialisations of other properties.

Users can specify that values for a property must be members of a particular

class description.

Individuals

Finally, individuals are defined with individual axioms that assert facts about

class membership and property values of individuals and also facts

about individual identity. Questions of identity are of crucial importance for

ontologies that are designed to be shared across the Web, since it is not

practical to assume that a single convention is used to name all of the

instances of all the classes. In this account I am glossing over a number of

special features of OWL and RDF to do with the management of what are

called namespaces, essentially sets of unique identifiers for instances, proper-

ties and classes. Importantly, OWL reasoners cannot assume that two
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instances with different names are actually distinct entities. It is because this

cannot in general be assumed that OWL allows you to specify that it is the

case that instance A and instance B are different things.

An example

Consider the trial summary presented in Box 8.1. This is an edited version of a

real trial summary published on www.clinicaltrials.gov, a website supported

by the US government through the NIM. One way of viewing the format of

the summary would be as the assertion of a set of values for the following

properties of clinical trials:
. title;
. purpose;
. procedure;
. study type;
. study design;
. inclusion criteria;
. exclusion criteria;
. expected total enrollment;
. contact information;
. study start date;

We could define a class ‘clinical trials’ and assert these properties for instances

of the class. We might use a restriction on the values that study design could

take to define subclasses of trials with particular designs: blinded, randomised

and so forth. However, a taxonomy of clinical trials would probably have a

rather flat hierarchy.Most of the information onemight want to record will be

about specific trials, it will be about instances rather than classes.

Onemajor difficulty in thinking about the ‘clinical trials’ class is working out

how to represent the values for the properties. The properties ‘title’ and ‘pur-

pose’ can perhaps be asserted as datatype properties having the value ‘string’

since we may not need to store anything other than ‘canned text’ when we

assert these properties for specific instances of clinical trials. The possible values

of ‘study type’ and ‘study design’ could be enumerated. The ‘contact informa-

tion’ property is important since addresses are structured pieces of information

and ones found in many different contexts, so we may want to define a

datatype or a class for ‘addresses’. The ‘study start date’ could be a defined

type handling dates and ‘expected total enrollment’ will be an integer.

The most difficult issue concerns the inclusion and exclusion criteria. The

simplest thing would be to assert that they are simply datatype properties

having the datatype ‘string’. However, we want to support applications that

can reason about the suitability of patients for trials. We therefore need to

represent the underlying logic and the clinical content of inclusion and

exclusion criteria in terms that can automatically be matched against descrip-

tions of patients. We will need to have recourse to something like SNOMED

CT in order to do this, since the descriptions will be created by other applica-

tions.
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Box 8.1 A summary of a clinical trial

Title: Propranolol for Syncope with Sympathoadrenal Imbalance

Purpose: This study will examine the effectiveness of the drug

propranolol in preventing fainting in patients with sympathoadrenal

imbalance (SAI). SAI is a particular pattern of nervous system and

chemical responses in which the blood vessels in skeletal muscles do not

remain constricted appropriately during standing for a long time. This

can lower blood pressure and cause fainting.

Procedure: Patients enrolled in the study take propranolol pills in

increasing doses during the first week of the study to determine the

proper dose for the individual. Then, the drug is stopped until the

experimental phase of the study begins. In this phase, patients are

randomly assigned to take either propranolol or placebo for four days.

On the fourth day, the patient undergoes a test in which the patient

remains upright for 45 minutes while blood pressure, heart rate, blood

flows, skin electrical conduction and electrocardiogram (ECG) are

measured. The test procedure is repeated after one week. Patients who

were given propranolol for the first session take a placebo for the repeat

session, and those who were given placebo take propranolol.

Study type: Interventional

Study Design: Treatment

Inclusion criteria: Subjects are patients referred for evaluation of chronic

orthostatic intolerance.

Patients enter into the trial after they are determined to have SAI.

Exclusion criteria: Minors younger than 18 years are excluded.

A candidate subject is excluded if there is a history of asthma or

chronic obstructive pulmonary disease requiring bronchodilators,

hepatic or renal failure, atrioventricular block of any degree,

bradycardia, symptomatic congestive heart failure, severe anemia,

psychosis, refractory ventricular arrhythmias, symptomatic coronary

heart disease, insulin-dependent diabetes mellitus.

Patients with known or suspected allergy or hypersensitivity to

propranolol are excluded.

Patients who must take medications daily in the following categories

are excluded: anticoagulants, tricyclic antidepressants, barbiturates,

aspirin, acetaminophen, insulin, bronchodilators.

Pregnant or lactating women are excluded.

Expected total enrollment: 24

Contact information: National Institute of Neurological Disorders and

Stroke, 9000 Rockville Pike, Bethesda, MD, 20892, USA

Study start date: 9 May 2003
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One way of representing the required information about the inclusion and

exclusion criteria would be to define a subclass of the class ‘patient’, the

subclass being the set of patients who would be eligible for the propranolol

trial. We can then use the OWL syntax for necessary and sufficient conditions

to set out the property restrictions associated with both the inclusion and

exclusion criteria. Reasoning using the ontology would then be a matter of

ascertainingwhether a given patient could be classified in the subclass ‘patients

eligible for the propranolol trial’. Table 8.1 sets out how such a class might be

defined in an OWL-like syntax. The first five statements are a set of necessary

criteria for members of the class ‘eligible patients’. Each has the form:

Eligible patients is a subclass of X,

where X is not a named class but a criterion or set of criteria. For example, in

the fifth statement X is the criterion ‘complement of property restriction:

property pregnant has value true’. This criterion defines a set, the set of

non-pregnant people, being the complement of the set of pregnant people.

An instance can only be a member of the set of ‘eligible patients’ if it is also a

Table 8.1 An OWL-like definition of the class ‘eligible patients’, instances of which will

be the patients eligible for inclusion in the trial summarised in Box 8.1.

Eligible patients is a subclass of

intersection of

class of patients

property restriction: property diagnosis has value SAI

Eligible patients is a subclass of

complement of

property restriction: property age has value <18

Eligible patients is a subclass of

complement of

property restriction: property diagnosis has value excluded condition

Eligible patients is a subclass of

complement of

property restriction: property current medication has value excluded medication

Eligible patients is a subclass of

complement of

property restriction: property pregnant has value true

Excluded condition is equivalent to

enumeration of

asthma, obstructive pulmonary disease, renal failure, atrioventricular block,

bradycardia, symptomatic congestive heart failure, severe anaemia, psychosis, refractory

ventricular arrhythmias, symptomatic coronary heart disease, insulin-dependent diabetes

mellitus, allergy to propranolol

Excluded medication is equivalent to

enumeration of

anticoagulants, tricyclic antidepressants, barbiturates, aspirin, acetaminophen, insulin,

bronchodilators
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member of this set, and of those in the other four statements. Since most of

the criteria in the description of the trial are exclusion criteria, most of the

definitions involve the ‘complement’ criterion. The third and fourth state-

ments contain criteria that relate to defined classes: the set of ‘excluded

conditions’ and the set of ‘excluded medications’. Both of these are defined,

in the sixth and seventh statements, through the enumeration of the in-

stances that make up the classes.

Note that the names given to the classes in Table 8.1 – ‘eligible patients’,

‘excluded conditions’ and ‘excluded medications’ – would not be sufficiently

precise in a system that was intended to deal with multiple trials. A more

sophisticated approach would be required that either explicitly or otherwise

incorporated the name of the trial into the class name.

Description logics

Ontologies set out like this are sometimes referred to as description logics

(although some of the detail passed over in this account of RDF means that

OWL cannot be treated straightforwardly as a description logic)5. One of the

characteristics of a description logic is that there is a separation between what

is termed taxonomic knowledge (the T-Box) and assertional knowledge (the

A-Box). Knowledge about how classes are defined is taxonomic knowledge; it

introduces the vocabulary that is to be used to describe the domain. The OWL

assertions that describe classes and set out the necessary and sufficient criteria

for class membership constitute the T-Box. The A-Box, in contrast, consists of

the assertions about the individuals that make up the classes.

Reasoning with description logics

The essence of taxonomic (T-Box) reasoning is subsumption; that is, identi-

fying whether the definition of one class subsumes another. It is analogous to

the notion of implication introduced in the discussion of logic in Chapter 6, in

that just as we said that A implies B meant that if A is true, then B must be

true, so if A is subsumed by (is a subset of) B then if something is a member of

A, then it must be a member of B. The operators we use in logic (implies, and,

or, not) all have their equivalents in what is called Set Theory (subsumption,

intersection, union, complement) that allow reasoning about the member-

ship of classes. In this application, however, we are reasoning with the T-Box

and the A-Box, since we want to establish whether instances of the class of

patients are members of a particular subclass: the subclass ‘patients eligible for

the propranolol trial’.

Modelling health care

Ontologies are developed in health care for a variety of applications. The

following sections present three different attempts to build a model of a

domain within health care. They differ in the extent to which the developers
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are committed to the idea of ‘reusable knowledge’ or sharable ontologies and

in the extent to which the approach to modelling resembles that taken in the

example above. All are significant real-world projects, however, involving

substantial commitments from large groups of collaborators.

GALEN

GALEN is one of the best known attempts to develop an explicit model of

clinical concepts6. The project, which has been led by Alan Rector et al. at the

University of Manchester since the early 1990s, has produced a modelling

language known as GRAIL (GALEN representation and integration lan-

guage), a common reference model of clinical concepts, a drug ontology for

use in GP prescribing systems and an open-source community, openGALEN.

Although a detailed account of GRAIL would be beyond the scope of this

book, its approach is based on a description logic, and the summary given

above of OWL should provide the interested reader with some of the neces-

sary theoretical background.

Untangling hierarchies

The authors of GALEN have identified a set of principles that they believe

must be respected in the design of ontologies. The aim is to avoid the

‘tangling’ of hierarchies that occurs in many of the systems described in

Chapter 7. Consider, for example, the way in which burns are classified

in CTV3. There is a concept burn with 14 different subcategories, one of

which is burn of skin of body region (another is thermal burn – disorder and the

other 12 have the form burn of X where X is eye structure, ear structure, etc.).

The concept burn of skin of body region has two subcategories: burn of skin and

burns as a percentage of body surface involved. The second of these has subcat-

egories for less than 10% of body surface involved, 10–19% of body surface involved,

and so on. The subcategories of burn of skin include four that identify body

regions and two others: sunburn and superficial friction burn. The burns of

lower limb, to take an example of a subcategory of burns of skin, are further

classified by region and then by extent; for example, one can end up with full

thickness burn of thigh. Elsewhere in CTV3 there is an optional code for accident

due to contact with hot or corrosive substance, which has numerous subcategories

including cigarette burn and, bizarrely, doughnut burn.

Looking at the classification, shown in Table 8.2, it is obvious that different

attributes of burns are being used to make the classification (location, struc-

ture affected, cause, extent, severity) but that the classification is neither

complete nor logical. When I say that it is not complete, I mean that the

ideas used in the classification could generate a much larger set of possibil-

ities, including, for example, sunburn of lower limb covering less than 10% of the

body’s surface. When I say that the classification is not logical, I mean that, for

example, it seems wrong that thermal burn is an alternative to burn of skin of

body region, or that burn of skin is a subcategory of burn of skin of body region, or
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that superficial friction burn should occur at the same level in the hierarchy as

burn of lower limb.

The approach taken in GALEN is to specify a concept burn lesion and not to

specify any more specific concepts but to specify a set of properties for burns

that can be used to create definitions of more restricted classes of burns. So

GALEN allows statements such as:

Burn lesion which

has Location Arm

has Depth half Thickness

has Extent 4 cm2

has Circumstances Kitchen Accident

has Cause Heat

The idea is that all the different ways in which burns can be classified – by

location, depth, extent, circumstances and cause – are separated out and,

rather than being used to specify different subclasses within a single tangled

Table 8.2 Part of the Read Codes Version 3 concept hierarchy showing a selection of the

terms available for the classification of burns.

Burn

Thermal burn disorder

Burn of ear structure

Burn of eye structure

. . .

Burn of skin of body region

Burn of skin

Burn of head, face, neck

Burn of upper limb

Burn of trunk

Burn of lower limb

Burn of buttock

Burn of hip

Burn of thigh

Superficial burn of thigh

Partial thickness burn of thigh

Full thickness burn of thigh

Burn of knee

Burn of lower leg

Burn of ankle and foot

Multiple burn of lower limb

Superficial burn of leg

Partial thickness burn of leg

Full thickness burn of leg

Sunburn

Superficial friction burn

Burns as a percentage of body surface involved
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hierarchy defined in advance, can be used to generate distinct, orthogonal

taxonomies. In CTV3 burns are first classified either by cause (if they are

given one of the codes for accidents) or by location or by extent, and if

classified by location, they are next classified either by sublocation or cause

(sunburn or friction burn) and then by depth. In GALEN, the description logic

can be used to specify increasingly specific categories of burn by adding

descriptors in whatever order suits a particular application, as shown in

Table 8.3.

The GALEN drug ontology

The first task in building a taxonomy of this kind is therefore to identify the

set of axes to be used in classification. In the drug ontology, drugs are

classified according to their ingredients, form and route, pharmacological

action, physiological action, indications, side-effects, interactions, contraindi-

cations and pharmacodynamics7. The high-level structure of the ontology is

presented in Figure 8.1 and a fragment of the resulting ontology is shown in

Table 8.4. The structure is designed in order to provide a convenient mech-

anism for representing the domain, in this case drugs as described in the

British National Formulary. The ontology was developed for a specific

purpose: to support a GP prescribing system, but the intention was that

Table 8.3 Part of the GALEN taxonomy derived by composition and classification.

BurnLesion which hasCause Chemical

BurnLesion which <hasCause Chemical hasLocation UpperExtremity>

BurnLesion which <hasCause Chemical hasLocation Hand>

BurnLesion which <hasCause Chemical hasLocation PalmarSurfaceOfHand>

. . .

. . .

BurnLesion which hasCause Acid

BurnLesion which <hasCause Acid hasLocation UpperExtremity>

BurnLesion which <hasCause Acid hasLocation Hand>

BurnLesion which <hasCause Acid hasLocation PalmarSurfaceOfHand>

. . .

. . .

BurnLesion which hasCause Alkali

. . .

. . .

. . .

BurnLesion which hasCause Heat

BurnLesion which hasCause Heat

BurnLesion which <hasCause Heat hasLocation UpperExtremity>

BurnLesion which <hasCause Heat hasLocation Hand>

BurnLesion which <hasCause Heat hasLocation PalmarSurfaceOfHand>

. . .

. . .
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representation should not be determined by the needs of that application, and

should be completely reusable.

The authors claim that untangling the hierarchy of drugs made the repre-

sentation of the domain relatively simple, despite the fact that standards

bodies had previously failed in several attempts to determine a rational

classification of forms, routes and preparations for drugs. The success of this

project seems to serve as a demonstration of the promise of the approach; the

real test, however, will come when someone attempts to reuse the ontology

in a new and different application.

contraindication feature
(relative, absolute)

MAIN

Drug Contains

HAS FORM

DELIVERED BY

HAS ROUTE

HAS PHARMACODYNAMICSHAS FEATURE

active drug ingredient
(drug, atenolol)

device
(inhaler, nebuliser)

form
(liquid, tablet)

route
(oral, topical)

pharmacological feature
(renal excretion)

FOR

WHICH IS

HAS FEATURE

WHICH IS

HAS FEATURE

WHICH IS

HAS FEATURE

WHICH IS

HAS FEATURE

WHICH IS

HAS FEATURE

Indication

Contraindication

Pharmacological
action

Side-effect

Physiological
action

Interaction

CAUSED  BY

REQUIRES ACTION

clinical condition
(asthma, hypertension)
clinical condition
(asthma, hypertension)

pharmacological process
(receptor blockade)
process feature
(cardioselective)
biological process
(lower blood pressure)

process feature
(central mechanism)
clinical condition

side-effect feature
(common, rare)

clinical condition

interaction feature
(hazardous)

action
(monitoring)

drug
(atenolol)

Figure 8.1 High-level structure of the GALEN drug ontology. From [7] with

permission. � 1999 Elsevier.

136 Chapter 8



OpenEHR

One of the principle aims of health informatics has been the development

of electronic patient record systems. Patients’ notes are often stored on com-

puters, but relatively few are stored in a way that allows sophisticated process-

ing of the information. For example, a common goal is to allow the merger of

information fromdifferent providers to create a single cradle-to-grave record of

a patient’s care. Information in such a recordwould have to be represented in a

way that allowed different users to access information of different kinds in

differentways. An ITUnursewill want access to detailed information about the

patient’s state over a short period; the patient’s GP will require very different

information about the stay in the ITU.

One initiative that is supporting the development of such ‘systems of sys-

tems’ is openEHR, pronounced ‘open air’8. This is an open-source collabor-

ation developing an information model for EHRs. Unlike GALEN, the

resulting model is not concerned with clinical terms, but rather with the

structure of medical records. The openEHR model consists of two main elem-

ents: a reference information model and a set of archetypes and templates.

The reference model defines the various entities that are used to structure

clinical records, and deals with concepts such as ‘folders and compositions’.

Archetypes are descriptions of valid entries expressed in a formal manner,

which enables them to be shared between systems. For example, a blood

pressure archetype represents a description of all the information a clinician

might want to report about a blood pressure measurement. The openEHR

foundation has produced a knowledge representation formalism, known as

the archetype definition language (ADL) to help interested parties develop

archetypes9.

Table 8.4 A fragment of the GALEN drug ontology describing propranolol. This drug is

considered prototypical and is therefore defined as an ‘index drug’. Specific beta

blockers will inherit contraindications defined for this class. The drug is delivered

systemically and blocks beta adrenoceptors.

MAIN drug

HAS FORM ROUTE systemic

HAS DRUG FEATURE pharmacological action

WHICH IS blockade

ACTS ON beta adrenoceptor

HAS DRUG FEATURE information source

IS PART OF contraindication index drug

PROPERTIES

HAS DRUG FEATURE absolute contraindication

WHICH IS personal history

IS HISTORY OF obstructive airways disease
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The openEHR information model

In openEHR parlance, an EHR consists of a set of compositions. Compositions

are the top-level ‘data container’ in the record, as shown in Figure 8.2. They

are used to record both information about events and also what are termed

‘persistent’ data items, things such as the patient’s family and social history,

the problem list, current medications, therapeutic precautions, vaccination

history, lifestyle and active care plans. The content of a composition consists

of a ‘navigation’ and an ‘entry’. The navigation part provides the structure

used to organise information in the record. The structure is provided through

a system of folders. Each patient’s record consists of a set of folders. Each

folder refers to a set of compositions. The entries contain all information that

is to be recorded, as observations, evaluations or instructions. The model is

highly abstract; it deals not with the specifics of a particular patient’s record,

nor indeed with any clinical content but rather provides a conceptual model

of what a patient record is.

Archetypes in openEHR

The openEHR foundation defines archetypes as models of domain concepts.

Their primary purpose in openEHR is to provide a way of managing generic

data so that it conforms to domain structures and constraints. The definition

of an archetype, in the openEHR ADL, has two elements: the constraint

definition and the data definition, shown in Figure 8.3. Recall that in a

description logic there are two elements: the T-Box that contains taxonomic

knowledge and the A-Box that contains assertional knowledge. The distinc-

tion here is similar. The constraint definition is rather like the property

Content

Composition

EHR

Navigation Entry

Figure 8.2 An overview of the openEHR information model.
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restrictions used to define classes in OWL. The data definition syntax provides

a mechanism for expressing instance data.

NHS Health Care Modelling Programme

In the 1980s, the NHS attempted to define a comprehensive standard data

model for all NHS computing applications. In one project, the Korner

Steering Group developed a set of ‘minimum data-sets’ for various areas

of NHS activity. They defined the minimum information that had to be

collected on a regular basis to allow effective management of the service.

This led to what was known as the HCHS minimum data-set model, which

in turn was replaced by the NHS Data Dictionary, which is still in use today.

It defines a standard for the recording of NHS data for administrative pur-

poses10.

Another project, initiated around the same time as the Korner report, led to

what was known as the common basic specification (CBS)11. This developed a

generic conceptual model of the activity of health care delivery. It was

archetype
archetype_id

[specialise
archetype_id]

concept
concept_id

description

Definition

Ontology

Descriptive
meta-data

Formal
constraint
definition

Terminology and
language definitions 

cADL

dADL

Figure 8.3 The constraint definition and the data definition for an openEHR archetype.
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intended to ensure the integrity of an NHS data model that would go further

than the minimum data-set, and support clinical care, not just administration.

In essence, it was an attempt to define an ontology for the processes involved

in health care. The CBS programme, which ran for about 5 years, worked

with about 30 mostly pre-existing IT projects, and examined business areas

across the health service. The CBS generic model was published in 1992, then

reworked and republished as a series of application views in 1993. An assess-

ment board looking at the outcomes of the project came to a favourable

conclusion and in 1995 the programme was re-invented as the NHS Health

Care Modelling Programme with a mission ‘to extend and maintain models

and modelling techniques that could be used by the NHS to help ensure the

coherence and completeness of central information management initiatives’.

Information about the programme could, until recently, be found on a

website, the front page for which was last modified in 2000 and which was

clearly marked as ‘archived’ and ‘no longer supported’. At the time of writing

it seems no longer to be accessible.

The CBS is large and complex. The ‘Provide Patient Care’ view of the

model consists of 26 diagrams covering notions such as ‘Establish Basis for

Care’, ‘Assemble Patient Evidence’, ‘Interpret Patient Information’, ‘Agree

Objectives for Care’. CBS was used, apparently successfully, in the develop-

ment of a hospital information system for an acute Trust. Of course CBS

cost millions to develop, took years to design and was intended to be generic,

so if it was used once and once only, the project must be considered to have

failed. The whole point of an ontology like this is that you use it more than

once.

It was not developed by vendors, nor, crucially, was it developed in order to

solve a problem that the purchasers of hospital systems perceived as import-

ant. It might, arguably, have been in the best interests of the NHS to ensure

that all Trusts bought systems that were designed using a CBS, but it was not

in the best interests of any individual Trust to require that their supplier

adopted the specification. It might have been adopted if the NHS nationally

had decided to require that Trusts purchase systems developed using the CBS,

but that would have been a difficult and unpopular position to adopt. It

would, for example, have prevented Trusts from buying cheap ‘off-the-

shelf’ systems from suppliers serving other international markets, signifi-

cantly the US market.

In recent years the process by which hospital systems are procured

has changed12. The government has instituted a National Programme for

IT, which insists that procurement is done centrally, with large regions

signing contracts, each with a single supplier, often a consortium. The sup-

plier contracts to supply not a system but rather the services that the system

makes possible, over the lifetime of the contract. The risk involved in making

the project work remains with the supplier and is not passed on to the

purchaser. There is a process of, quite determined, standardisation involved.

It is exactly the kind of process that was not around at the time CBS was
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developed, and it reflects a determination that the NHS should exploit its

sheer size and purchasing power when dealing with suppliers. As a result,

different Trusts will end up being provided with similar systems but the

standardisation will not be driven by the same process that lay behind CBS;

it will be closer to the process by which Microsoft Word became a standard

format for the exchange of electronic documents. Instead of the NHS deciding

on an all-encompassing underlying model to ensure that diverse systems are

compatible, which was the idea behind CBS, it has taken a strategic decision

forcing the different parts of the organisation to buy, pretty much, the exact

same product.

Ontologies and standards

Each of the ontologies reviewed in this chapter, and each of the terminologies

discussed in the previous one, could be considered an attempt to define a

standard. The issue of standards is of enormous importance to health inform-

atics. In Chapter 9 we consider two attempts to define standards in health

informatics. They differ from the initiatives described in this chapter because

they are concerned less with how health care or clinical concepts can be

represented and more with what must be specified to allow different clinical

systems to cooperate.
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CHAP T E R 9

Standards in health
informatics

This chapter deals with a similar theme to the last, but focuses on just two

initiatives that have an enormous impact on the design and implementation

of computer systems for applications in health care. These are two widely

accepted standards. Both are based on an underlying model that is repre-

sented, using the kinds of techniques discussed in Chapter 8, as an ontology.

HL7

One of the aims of standards in software is to allow different applications on

different machines to work together, to become interoperable. The Inter-

national Standards Organization (ISO) specifies a set of levels for Open

Systems Interconnection (OSI), and these levels provide a measure of the

degree of integration that a particular standard seeks to enable. The highest is

level 7: the application level. Level 7 addresses such issues as definition of the

data to be exchanged, security checks, participant identification and data

exchange structuring. One of the most ambitious sets of health care standards

is being developed by an organisation known as the Health Level 7 (HL7)1.

HL7 is developing a range of standards for a variety of applications but is best

known for work on messaging standards – standards that define the format of

messages to be passed between different clinical systems, to allow the sharing

of data. Figure 9.1 shows a fragment of an HL7 message, presented in XML.

At the heart of the HL7 methodology is a model of health care information

known as the Reference Information Model (RIM)2. This is an attempt to

describe the people and processes involved in health care at a level of ab-

straction that is appropriate for the specification of messaging standards.

The Reference Information Model

The HL7 RIM is set out using the unified modelling language (UML)3. UML

was not developed specifically for health care or for knowledge representa-

tion. It was developed as a part of what computer scientists call ‘object-

oriented methodology’. This is a quite general and widely used approach to

the specification, design and development of computer systems. One element

of UML is the construction of what are called ‘class diagrams’. The RIM is

presented, on the HL7 website, as a class diagram. Classes in UML are
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<?xml version="1.0"?>

<!DOCTYPE Pt SYSTEM "admitexamp1.dtd" [ ]>

<Pt> <!-- 1 -->

<id V="12345" AA="100.12.92.81.5.7" APN="MRN"/> <!-- 2, 3 -->

<status V="L" S="HL7003" R="3.0"/> <!-- 2 -->

<isAroleOfPersnAsPt> <!-- 4, 5 -->

<adminvGendr V="M" S="HL7001" R="3.0" PN="Male"/> <!-- 4 -->

<brthDttm V="19790924162403-0800"/> <!-- 4, 6 -->

<phon> <!-- 4 -->

<_TEL ADR="tel:(358)555-1234" USE="PRN EMR"/> <!—7, 9 -->

</phon> <!-- 4 -->

<hasSetPrsnNameForPt> <!—4, 8 -->

<_PrsnNameForPt>

<nm>

<G V="Irma" CLAS="R"/>

<G V="Corine" CLAS="R"/>

<F V="Jongeneel" CLAS="R M"/>

<D V="-"/>

<F V="de Haas" CLAS="R B"/>

</nm>

<purpse V="L" S="HL7005" R="3.0"/>

</_PrsnNameForPt>

</PtPrsnName> <!-- 4 -->

</isAroleOfPersnAsPt> <!-- 2 -->

<hasAprimryProvdrIHCP> <!-- 2 -->

<phon>

<_TEL ADR="tel:(358)555-1234" USE="PRN EMR"/> <!-- 8 -->

<_TEL ADR="tel:(358)555-4321" USE="FAX"/> <!-- 8 -->

</phon>

<isRoleOfPersnAsIHCP>

<hasPrsnNameForIHCP>

<nm>

<G V="Bubba" CLAS="R"/>

<G V="Corine" CLAS="R"/>

<F V="Jongeneel" CLAS="R M"/>

<D V="-"/>

<F V="de Haas" CLAS="R B"/>

</nm>

</hasPrsnNameForIHCP>

</isRoleOfPersnAsIHCP>

</hasAprimryProvdrIHCP>

<isInvlvdInPtEncntr T="PtEncntr"> <!-- 2 -->

Figure 9.1 An example of an HL7 message presented using an XML syntax.
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<id V="12345A23" AA="100.12.92.81.5.7" APN="EID"/>

<startDttm V="19990924162403-0800"/>

<status V="L"/>

<hasAsPartcpntSetEncntrPractnr>

<_EncntrPractnr>

<partcptnTyp V="ATT"/>

<isPartcpntForIHCP>

<phon>

<_TEL ADR="tel:(358)555-1234" USE="PRN EMR"/>

</phon>

<hasPrsnNameForIHCP>

<nm>

<G V="Bubba" CLAS="R"/>

<G V="Corine" CLAS="R"/>

<F V="Jongeneel" CLAS="R M"/>

<D V="-"/>

<F V="de Haas" CLAS="R B"/>

</nm>

</hasPrsnNameForIHCP>

</isPartcpntForIHCP>

</_EncntrPractnr>

<_EncntrPractnr>

<partcptnType V="CONS"/>

<isPartcpntForIHCP>

<phon>

<_TEL ADR="tel:(358)555-1234" USE="PRN EMR"/> 

<!-- 8 -->

</phon>

<hasPrsnNameForIHCP>

<nm>

<G V="Billy-Bob<" CLAS="R"/>

<F V="de Haas" CLAS="R B"/>

</nm>

</hasPrsnNameForIHCP>

</isPartcpntForIHCP>

</_EncntrPractnr>

</hasAsPartcpntSetEncntrPractnr>

</isInvlvdInPtEncntr> <!-- 2 -->

</Pt> <!-- 1 -->

Figure 9.1 (continued)
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abstractions, just as they are in OWL. A class is defined as a name, a set of

attributes and a set of operations. The attributes of a class are the properties

that can be used to describe instances of the class. The operations of a class are

the functions it performs. The RIM is a static model and does not define

operations for classes, which means the information it does represent is

similar to that which would be expressed in an OWL ontology. In UML,

classes are connected by various kinds of links. The generalisation link con-

nects subsets to supersets, the aggregation and composition links identity to

other forms of decomposition while association links are used to indicate

other relationships between classes.

The RIM defines six ‘back-bone’ classes:
. Act – the actions that are executed and must be documented;
. Participation – the context for an act: who performed it, where and for

whom;
. Entity – the physical things and beings that are of interest to, and take part

in, health care;
. Role – the roles entities play in health care acts;
. ActRelationship – the relationship between acts;
. RoleLink – the relationships between roles.

A class diagram for the six is shown in Figure 9.2 with some of the subclasses

of the Act and Entity class presented in Figures 9.3 and 9.4.

Acts in HL7
Acts are at the centre of the RIM. Acts include clinical observations, assess-

ments (including diagnoses), treatments, attending patients and editing and

maintaining the record. Acts connect to Entities in their Roles through

Participations and connect to other Acts through ActRelationships. Participa-

tions are the authors, performers and other responsible parties as well as

subjects, beneficiaries, tools and material. Participations represent perform-

ance while Roles represent competence. An Entity is generally a physical

object; the only exception being organisations, which have the essential

characteristics of entities despite their somewhat virtual character. The Entity

hierarchy also covers living subjects including human beings.

The Act class is intended to be used not just to record the history of what

was done, but also statements about what was planned, ordered, requested

and so on. HL7 statements are not simply assertions to be stored on a

patient’s record; they can also be messages that are sent in order to make

things happen: issuing a prescription, ordering a test, booking a theatre slot.

The Act class has an attribute moodCode, which distinguishes between

various moods (modalities might be a better word) of acts. Consider an act

of blood glucose observation. If the mood is recorded as DEFINITION, the

statement would be a specification of how blood glucose is measured. In

INTENT mood, the author expresses the intention that blood glucose should

be observed. In REQUEST mood, the author requests a blood glucose meas-

urement. In EVENT mood, the author states that blood glucose was
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observed. In CRITERION mood, the author might define a target level for

blood glucose.

It is worth looking in detail at what the HL7 documentation says about the

definitions of one or two of the clinically significant subclasses of Acts.

An observation is defined in the HL7 documentation as an act of recognis-

ing and noting information about the subject, whose immediate and primary

outcome is new data about a subject. Observations may simply be statements

recording a clinician’s assessment of findings or of the diagnosis but may

equally well be a measurement or test result. The format allows for name-

value-pairs but they will often have more complex structures, where the

Observation includes a report of component observations.

A procedure is an act whose immediate and primary outcome is the

alteration of the physical condition of the subject. Procedures may involve

the disruption of some body surface (e.g. an incision in a surgical procedure)

but would also include physiotherapy and even massage or acupuncture. The

definition of procedure is slightly awkward, since it excludes many acts that

are typically referred to as procedures, e.g. taking an X-ray, but includes such

non-clinical things as such draining swamps (presumably relevant in ac-

counts of public health campaigns). Many clinical activities combine Acts of

Observation and Procedure nature into one composite. For instance, surgical

procedures can include Observation steps. These are best represented by

multiple component acts, each of the appropriate type.
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Information Model. From [1] with permission from Health Level Seven, Inc.
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HL7 communications infrastructure
The classes outlined in Figures 9.2–9.4 are included in the RIM as part of an

attempt to model clinical work and clinical processes, or at least to model as

much of them as is necessary to support the work of HL7. The RIM also

includes a number of other classes that are less to do with clinical processes

and more to do with the technical detail of exchanging structured messages.

There is a set of classes that define the communications infrastructure for

HL7, including classes for message control such as:
. Acknowledgement
. Acknowledgement Detail
. Attention Line
. Batch
. Communication Function
. Message
. Transmission
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Figure 9.4 UML class diagram showing the subclasses of Entities in the HL7 Reference

Information Model. From [1] with permission from Health Level Seven, Inc.
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Classes of query are also defined as well as document classes and a few others

known as ‘core infrastructure’ that handle some technical limitations of the

modelling.

HL7 methodology

The aim of HL7 is to define standards that allow IT systems to ‘interoperate’,

that is, to respond to instructions and share data through the sending and

receiving of messages. The role of the RIM is to support the development of

diverse messaging standards by establishing a single ‘reference model’ for the

information content of those messages. It is worth noting that the model

presented in the RIM is not a model of the content of clinical concepts that are

used in health care, in the sense that it does not talk about diseases or

pathologies or the different kinds of drugs and treatments that there are.

Rather it is a model of the kinds of acts and entities that health care systems

deal in: of the 15 subclasses of acts defined in the RIM, 4 refer specifically to

forms of financial transaction.

In Chapter 5, I made the point that interpreting data as information in-

volved adopting a perspective. Different people would view the same data as

containing different information depending on their perspective. Modelling a

system, equally, requires that you take a perspective. A model, such as the

RIM, is an abstraction, and abstracting means being selective, making choices

about what to include and what to pass over. It is rather like creating a map.

A cartographer’s job is to depict just enough of a landscape to allow a useful

representation to fit onto a folded sheet of paper, a small book or the inside

back cover of a diary. He or she must select which features of the landscape to

include and which to leave out. That selection, and this is the important

point, will depend on the purpose for which the map is being made. The maps

made for hikers differ from maps made for motorists. So the model developed

to support the work of HL7 is very different to that which underpins GALEN

or SNOMED CT. Whereas GALEN and SNOMED have clinical applications,

HL7 is, essentially, concerned with standards for that part of the software

industry that supplies organisations providing health care, so the content is

less clinical and more administrative.

DICOM

A digital image is an array of data. A 512� 512 pixel black-and-white image

might consist of a sequence of 262 144 bytes of data, each byte representing a

number between 0 and 255 to indicate the level of grey to be found at that

point in the image. For this image to be displayed correctly, the software that

puts it up on the screen must know that the 262 144 bytes represent a 512�
512 pixel and not a 256�1024 pixel image, that it is black and white rather

than colour and that there is one byte of data per pixel. It must also know

what convention is used to map from pixel values to grey levels, how the data

are arranged and that there is data decompression or any other processing to
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be done before placing the image on the screen. All this information is

generally stored in a section of data before the start of the actual image

data, known as the header. Different image formats (jpeg, tiff, bmp, etc.)

have different headers. Until the 1980s most digital medical images were

created in file formats that were understood only by the device that created

the image. However, a modern hospital radiology department wants to have a

single system for storing, sharing and archiving medical images that will work

with all of the imaging devices and all of the display workstations in the

department, and indeed with those of other departments in the hospital, and

with images acquired from machines in other hospitals, from which patients

may have been transferred. That means being able to deal with images of

different modalities (CT, MRI, PET, etc.) and images from machines made by

different companies.

The American College of Radiology and the National Electrical Manufac-

turers Association first published a standard for medical image file formats in

19854. The standard has now been almost universally adopted. Version 3 of

the standard, now known as Digital Images and Communication in Medicine

(DICOM), has also evolved so that it not only specifies an image file format

that allows images created by one system to be read on another but also a

network protocol allowing different imaging systems to communicate. It has

also been extended further into the clinical world so the DICOM standard

encompasses not just the information required to display an image correctly

but also some of the information that a radiologist might record onmaking his

or her assessment of the image.

Like HL7, which it is intended to complement, DICOM version 3 is pre-

sented as an object-oriented standard. The information model defines a set of

object classes that provide an appropriate model of the domain, the world of

medical imaging. The object classes are coupled with the service classes,

which define the operations that must be performed on the data objects

(these are the operations that must be performed in a networked imaging

system, such as store, query and retrieve). Any two implementations of the

set of service classes and information objects will be able to communicate

effectively, to form a network.

In order to guarantee interoperability between machines while preserving

the integrity of complicated clinical data, the standard has to be extraordin-

arily detailed. It is presented in 16 parts, the core elements of which are the

information object definitions (IODs), the service class specifications and the

data dictionary, totalling over a thousand pages in length.

Information object definitions

The DICOM model of the real world, the ontology if you like, is represented

as a set of entity relationship diagrams, such as that shown in Figure 9.5. Each

of the entities corresponds to an information object for which the standard

provides an IOD. Each IOD specifies the set of attributes that describes and

identifies instances of the object. So, for example, the patient IOD includes
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attributes such as patient name, patient ID, patient birth date, patient sex and

so on.

Just as the information included in the HL7 RIM reflects the perspective of

HL7 and concentrates on financial and administrative concerns, the DICOM

model of the real world deals with the acquisition, storage and display of

Patient

Visit

Study

Study
components

Modality performed
procedure steps Results

Series

Study notification
contents

has

makes

includes

describes

Comprises
See note

Includes Includes Contains
Contains

Frame of
reference

Equipment

Report

Amendment

Contains

Spatially
defines 

Creates

Stored
print

Radiotherapy
objects

Curve

Lookup
table 

Image

Overlay

SR
document 

Presentation
state

MR
spectroscopy

Waveform

Raw
data 

Comprises

Figure 9.5 The DICOM view of the real world. From [1] with permission from Health
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clinical images. The attributes listed in the different IODs contain a mixture of

patient data and technical detail, specifying absolutely everything that is

required for the correct display, interpretation and recording of a medical

image. To illustrate the kind of information that is required, image pixel

attributes include:
. Number of samples per pixel and their photometric interpretation. Mono-

chrome images typically have one sample per image, and colour images

generally have three. (Note: The commonest way of representing a colour

image is by giving a separate pixel value for a red, green and blue image.

Other representations are possible, for example, with one value for lumi-

nance and two ‘chromacity’ values.)
. Number of bits stored and allocated. If the acquisition device can resolve

more than 2000 different levels of luminance, 12 bits would be wanted to

store each pixel; however, the device might well allocate 16 bits, since

dealing in whole bytes makes the memory management easier.
. Most significant bit. A holy war rages in computing between Big-Endians,

who read multibyte registers from left to right, i.e. with the most significant,

meaning largest, bit first, and Little-Endians, who read from right to left. On

the one hand, Big-Endianism seems sensible because in English we read

text from left to right; on the other hand, Little-Endianism is a more

obvious way of storing numbers – if you think of the display on a digital

calculator and count up from zero, the number in the display grows from

right to left.
. Pixel aspect ratio. Not all pixels are square.

The DICOM standard distinguishes between composite and normalised object

definitions. Earlier versions of the standard, developed before the object-

oriented approach was adopted, grouped attributes together according to

conventional usage rather than the structure of the real-world model. Patient

name, for example, is given as an attribute of the image, because the patient

name is conventionally stored with the image, whereas in the model it is

clearly an attribute of the patient. In order to ensure backwards compatibility

with previous versions, the current version of the standard includes normal-

ised object definitions, which conform to the model, and composite object

definitions – inherited from earlier versions – which contain attributes from

more than one real-world object.

Service class specifications

Since DICOM is intended to allow imaging devices to be connected together

and function via a network, the standard must not only define objects but a

mechanism by which they can interoperate. This is done through the speci-

fication of service classes for use with the information objects. There are

composite and normalised services for use with composite and normalised

information objects.

Complex services are built out of service elements called DICOM

message service elements, or DIMSEs. DIMSEs are classified as operations
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(e.g. ‘store’) or notifications (e.g. ‘event report’). There are five DIMSEs

(called DIMSE-C) for composite information objects and six (called DIMSE-

N) for normalised information objects. The five DIMSE-C services are:

C-Store, C-Get, C-Move, C-Find and C-Echo – these are all operations, as

opposed to notification services. The DIMSE-N services include five oper-

ations: N-Get, N-Set, N-Action, N-Create and N-Delete, as well as one noti-

fication N-Event Report.

These DIMSEs are used to create service classes, defined in the DICOM

standard, which perform the kinds of operations that imaging systems

must perform, such as running queries, retrieving studies, printing images

and so on.

Service object pairs

The functional unit of DICOM is the combination of an information object

and a service class, a service–object pair, or SOP class. For example, the CT

information object definition and the storage service class are combined to

form the CT image storage SOP class. Each SOP class is assigned a unique

identifier (UID), a series of numbers separated by points; the convention used

here (that of the OSI or Open-Source Initiative) is a broader one than just

DICOM, and all DICOM UIDs start with ‘1.2.840.10008’5.

It is at the level of SOP classes that DICOM actually works, in the sense that

when a manufacturer wishes to claim compliance with DICOM, it must

produce a statement regarding which SOP classes are provided. Since the

standard is, in part, about network functionality, applications can take one of

two roles in respect of SOP classes; an application can be a service class user

(SCU) or a service class provider (SCP). The distinction between an SCU and

SCP is similar to that between a client and a server in a conventional network.

To confirm that two DICOM devices are interoperable, you first identify all

the activities for which the devices will have to exchange data, next which

SOP classes will be required to support those activities and then check the

device’s DICOM conformance statements to ensure that the SOP classes are

supported in the roles required. If one device is an SCU for a given class, the

other must be an SCP.

Interoperability

To take a real world example, consider the DICOM conformance statement of

the GE Senographe 2000D Full Field Digital Mammography machine6. This

102-page document includes, mercifully near the start, two tables, presented

here as Table 9.1 and Table 9.2. One specifies the SOP classes for which the

application entity (the Senographe 2000D) provides standard conformance

as an SCU; the other specifies the SOP classes for which it provides standard

conformance as an SCP.

The Senographe 2000D supports six SOP classes as an SCU and four as an

SCP. The verification SOP class determines whether a DICOM application can
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be reached via the network. The SCU requests verification and the SCP

responds. Three of the SOP classes supported are storage services for different

IODs. When an SCU requests that an image be stored, it requests that the SCP

receives the image. DICOM does not require that the SCP archives the image

permanently, but merely that it accepts the image from the sender. The

query/retrieve SOP provides two distinct services. With FIND, the SCU re-

quests information about images and the SCP then responds with the

requested information. With MOVE, the SCU asks that certain images be

moved from the SCP either back to the SCU or elsewhere.

Now, say we want to use the Senographe 2000D with a given PACS

implementation, say IDX’s ImageCast7. Consider Table 9.3. We can see that

if the proposed interaction requires that the PACS system displays digital

mammograms, interoperability would seem to be supported. If the PACS

system is required to handle the storage of digital mammograms, for process-

ing, then there may be a problem.

Again, as with HL7, the view of the real world embodied in the DICOM

models reflects the role of the standard. The aim is to allow purchasers to

ensure that the devices they buy will function as part of a networked radi-

ology department. The standard is not a model of radiology or of the work of a

radiology department; it is closer to a description of software components at a

level that is convenient for establishing interoperability.

Table 9.1 According to the conformance statement of the GE Senographe 2000D, the

application entity provides standard conformance to the above DICOM v3.0 SOP

classes as an SCU.

SOP class name SOP class UID

Digital mammography X-ray storage – for presentation 1.2.840.10008.5.1.4.1.1.1.2

Digital mammography X-ray storage – for processing 1.2.840.10008.5.1.4.1.1.1.2.1

Secondary capture image storage 1.2.840.10008.5.1.4.1.1.7

Study root query/retrieve information model – FIND 1.2.840.10008.5.1.4.1.2.2.1

Study root query/retrieve information model – MOVE 1.2.840.10008.5.1.4.1.2.2.2

Verification SOP class 1.2.840.10008.1.1

Table 9.2 According to the conformance statement of the GE Senographe 2000D, the

application entity provides standard conformance to the above DICOM v3.0 SOP

classes as an SCP.

SOP class name SOP class UID

Digital mammography X-ray storage – for presentation 1.2.840.10008.5.1.4.1.1.1.2

Digital mammography X-ray storage – for processing 1.2.840.10008.5.1.4.1.1.1.2.1

Secondary capture image storage 1.2.840.10008.5.1.4.1.1.7

Verification SOP class 1.2.840.10008.1.1
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Successful standards

Standards exist in many domains, not just in health care and not just in

computing. Esperanto can be seen as an attempt to design a common stand-

ard for human communication. It does not seem to have been successful, and

English is increasingly accepted as the standard international language. I am

not quite sure why this is but it seems likely that the reasons are to do with

the consequences of British imperialism or American economic dominance

Table 9.3 According to the conformance statement of the IDX ImageCast, the

application entity provides standard conformance to the above DICOM v3.0 SOP

classes as in the roles specified.

SOP class name SOP class UID Role

MR image storage 1.2.840.10008.5.1.4.1.1.4 SCU, SCP

Computed radiography image

storage

1.2.840.10008.5.1.4.1.1.1 SCU, SCP

CT image storage 1.2.840.10008.5.1.4.1.1.2 SCU, SCP

Secondary capture image storage 1.2.840.10008.5.1.4.1.1.7 SCU, SCP

Ultrasound image storage 1.2.840.10008.5.1.4.1.1.6.1 SCU, SCP

Ultrasound multiframe image

storage

1.2.840.10008.5.1.4.1.1.3.1 SCU, SCP

Nuclear medicine image storage 1.2.840.10008.5.1.4.1.1.20 SCU, SCP

X-ray angiographic image storage 1.2.840.10008.5.1.4.1.1.12.1 SCU, SCP

X-ray radiofluoroscopic image

storage

1.2.840.10008.5.1.4.1.1.12.2 SCU, SCP

RT image storage 1.2.840.10008.5.1.4.1.1.481.1 SCU, SCP

Positron emission tomography

image storage

1.2.840.10008.5.1.4.1.1.128 SCU, SCP

Digital X-ray image storage – for

presentation

1.2.840.10008.5.1.4.1.1.1.1 SCU, SCP

Digital mammography image

storage – for presentation

1.2.840.10008.5.1.4.1.1.1.2 SCU, SCP

Patient root query/retrieve

information model – FIND

1.2.840.10008.5.1.4.1.2.1.1 SCU, SCP

Patient root query/retrieve

information model – MOVE

1.2.840.10008.5.1.4.1.2.1.2 SCU, SCP

Study root query/retrieve

information model – FIND

1.2.840.10008.5.1.4.1.2.2.1 SCU, SCP

Study root query/retrieve

information model – MOVE

1.2.840.10008.5.1.4.1.2.2.2 SCU, SCP

Patient/study only root query/

retrieve information model – FIND

1.2.840.10008.5.1.4.1.2.3.1 SCU, SCP

SCU, SCP patient/study only root

query/retrieve information

mode – MOVE

1.2.840.10008.5.1.4.1.2.3.2 SCU, SCP

Verification 1.2.840.10008.1.1 SCU, SCP
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rather than to do with any inherent quality of the language that marks

English out as being better than other candidates such as Esperanto, Latin

or French. It is worth remembering that in a competitive market standards

only succeed if individuals and organisations see that it is in their interests to

comply. DICOM has been extremely successful because it was supported by

the suppliers, who recognised that only by adopting such a standard could

they meet the needs of their customers. Not all attempts to create standards

for health care have been so successful.

Compare CBS or CTV3 to DICOM. Networked radiology departments need

to ensure that they can use a single system to store and display images from

different imaging devices. Real benefits accrue from the existence of a stand-

ard. It is because of these benefits that if a group of manufacturers can be

persuaded to develop and adopt a standard, their products will have an added

selling point. So, if it looks as though there is going to be a standard, everyone

will want to adopt it. There are also significant benefits to be gained for a

vendor from being closely involved in the development of the standard. No

one wants to be forced, late in the game, to adopt someone else’s standard

having invested heavily in incompatible technology.
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CHAP T E R 1 0

Probability and
decision-making

In Chapter 5, I wrote that much of the work we do in health informatics is

about building representations, and describing concepts and the relations

between them. For a large class of health informatics applications the main

challenge is to identify a structure that can provide the basis for forming

database queries, making logical inferences, modelling software standards or

whatever the application requires. There are, however, a host of other situ-

ations in which the analysis of the problem is a prelude to calculation: it is

necessary to use the models together with some numerical statements and do

some mathematical work to get any value out of the representation. Most of

those applications will make use of some notion of probability.

Dealing with incomplete information

Say I toss a coin; what are the odds of it coming down heads? The answer is

easy, although it can be stated in a number of ways: fifty-fifty, one in two, one

to one, evens, 50% or 0.5. When I talk about probability I will use a number

between 0 and 1, where 0 is absolute impossibility and 1 is absolute certainty.

What exactly do we mean when we say that the probability of a coin coming

down heads is 0.5? We mean that if we toss the coin several times, half the

time it will come down heads. This is known as the law of large numbers1. If the

number of events we observe is sufficiently large, the frequency of a given

outcome is an accurate assessment of its probability. If we arrive at a measure

of probability by measuring outcomes in this way, we can say that our

measure is objective. It constitutes a fact about the frequency with which

the outcome occurs.

We often want to talk about the likelihood of unique events, however,

events for which there are no data on the frequency of possible outcomes.

A physician might use the language of probability to express an assessment of

the likelihood of a particular patient surviving an operation. This might be a

quite subjective assessment, based on knowledge of the patient’s particular

circumstances rather than on statistics about the outcomes for previous

patients. We can use the numbers we obtain from such subjective assess-

ments in calculations just as we use objective assessments, but it is worth

recognising that they are not exactly the same thing. It should also be
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remembered that interpreting subjective assessments of likelihood as prob-

abilities is only one of a number of mathematical techniques for dealing with

such quantitative assessments of belief.

We use probabilities to deal with the problem of incomplete information. If

we knew everything there was to know about an event, we would not need

to talk in terms of the probabilities of different outcomes because we would

know what was going to happen. If we knew nothing about it, we could not

even start to discuss the possible outcomes. It is only when we have incom-

plete information that we need to think about how we represent our degree

of belief in a proposition. There are different ways in which information can

be incomplete: it can be uncertain, in the way that information about the

outcome of tossing a coin is uncertain. It can also be imprecise. If we are

interested in quantifying the imprecision associated with a statement, rather

than the probability of its being true, we might want to use fuzzy logic, which

was discussed briefly in Chapter 6.

The next section sets out the axioms that describe how we deal, mathemat-

ically, with probabilities.

Axioms of probability

I use a notation in which the probability of some event having the outcome A

is written p(A). So we say that:

0 #p(A)# 1 probability is a number between 0 and 1

p(true) ¼ 1 absolute certainty has a value of 1:

Further, we say that:

p(A)þ p(not A) ¼ 1 the probability of an event occurring and the

probability of it not occurring must add up to 1:

These are axioms of probability. There are four such axioms, the three listed

above and a fourth that needs a slightly more careful explanation.

Say I toss the coin twice, what is the probability of getting heads both

times? One in four, or 0.25. We can work out the probability that two events

both occur by multiplying together the probabilities for the two separate

events: 0:5� 0:5 ¼ 0:25. At least we can work it out for coin tosses. It is not

always that simple. Say I have 20 students, of whom 12 are male and 4 are

bearded. The probability that a student picked at random will be male is

12=20 ¼ 0:6. The probability that a student picked at random will be bearded

is 4=20 ¼ 0:2. Does it follow that the probability of a random student being

male and bearded is 0:6� 0:2? Well, no. When we combine probabilities, we

must do so in a way that reflects the fact that some probabilities are related.

Most bearded people are men. We have to multiply the probability of a

randomly selected student being male (0.6) by the probability of him being

bearded, given that he is male (4=12 ¼ 0:33), which turns out to be 0.2. Since
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only male students are bearded, the probability of a student being male and

bearded is just the probability of him being bearded.

Take another example. In my local bookmakers you can bet on the winner

of Saturday’s football match (event A). Especially bold punters are encour-

aged to bet that a particular player will score first (event B) and that his team

will then go on to win. Clearly if an Arsenal player (say, Henry) scores the

first goal, it becomes more likely that Arsenal will win the match. Working

out the odds to offer for the combined bet (Henry scores first and Arsenal

win), the bookmaker must combine the prior odds he would give for the two

events in a way that reflects the fact that the two are related. He must

multiply the probability of Henry’s goal by the probability of Arsenal winning

given that Henry has scored. In our notation we write p(A, B) to denote

the probability of A and B occurring, while we write p(AjB) to denote the

probability of A given B. And we say that:

p(A, B) ¼ p(AjB)� p(B):

This is the fourth axiom of probability. Note that if two events are independ-

ent (like coin tosses), then p(AjB) ¼ p(A) and the probability of the conjunc-

tion is just the product of the two probabilities.

We could just as easily have written this axiom with A and B the other way

round:

p(A, B) ¼ p(BjA)� p(A),

from which it follows that:

p(AjB)� p(B) ¼ p(BjA)� p(A),

and hence that:

p(AjB) ¼ p(BjA)� p(A)=p(B),

which some of you may recognise as Bayes’ theorem1. To put it another way:

p(diseasejsymptom) ¼ p(symptomjdisease)� p(disease)=p(symptom):

The probability that a patient with symptom S has disease D is given by the

probability of the symptom given the disease multiplied by the prior prob-

ability of the disease divided by the prior probability of the symptom.

Bayes’ theorem and diagnostic tests

Let us look at an application of Bayes’ theorem in interpreting the results of

a diagnostic test, say a mammogram. A mammogram, or breast X-ray, is

the diagnostic test used in screening for breast cancer. In any diagnostic test

there are four possible outcomes, corresponding to the four cells of Table

10.1. The test may correctly identify a patient with the disease (a, true

positive), correctly identify a patient without the disease (d, true negative),

erroneously label a disease case as disease-free (c, false negative) or errone-
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ously label a disease-free case as diseased (b, false positive). There are four

different statistics commonly used to measure the accuracy of a test:
. Sensitivity, the proportion of disease cases correctly identified by the test

¼ a=(aþ c)
. Specificity, the proportion of disease-free cases correctly identified by the

test ¼ d=(bþ d)
. Positive predictive value, the probability of a patient identified by the test

having the disease ¼ a=(aþ b)
. Negative predictive value, the probability of a patient not identified by the

test not having the disease ¼ d=(cþ d)

The sensitivity of a test tells us how good it is at picking up disease cases. The

specificity of a test tells us how good it is at not picking up disease-free cases.

Inevitably there is a trade-off between sensitivity and specificity. The more

aggressive we are about trying to find every case of breast cancer that is out

there, the more we will end up bringing in disease-free women. Let us see

how the numbers stack up in a realistic example.

The predictive value of mammography

Imagine that mammography has a sensitivity of 77% and a specificity of 95%,

and assume that the incidence of breast cancer in the screening population is

0.6%. If your mammogram is positive, how likely is it that you have breast

cancer? You might think that, given that the test has a sensitivity of 77%, you

are pretty likely to have cancer. It is not a complicated calculation but one

that a lot of people have difficulty with. We do not seem to find it easy to deal

with probabilities expressed as ratios of percentages2. Table 10.2, however,

shows what the outcomes would be for a population of 10 000. An incidence

of 0.6% would mean that in a population of 10 000 there would be 60 cases

of cancer. A sensitivity of 77% would mean that out of 60 cases of cancer 46

would be correctly identified. A specificity of 95% would mean that out of

Table 10.1 The four possible outcomes of a diagnostic test.

With disease Without disease Total

Test positive a b a þ b

Test negative c d c þ d

Total a þ c b þ d

Table 10.2 Realistic frequencies for the outcomes of 10 000

screening mammograms.

Cancer Not cancer Total

Positive mammogram 46 497 543

Negative mammogram 14 9443 9457

Total 60 9940 10 000
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9940 disease-free cases, 9443 would be correctly identified as disease-free,

leaving 497 false positives. It follows that a total of 543 cases would be

identified as cancer: 497 disease-free cases plus 46 disease cases. If you had

a positive mammogram, the likelihood of your having cancer is therefore

46/543 or around 0.08.

We can do the same calculation using Bayes’ theorem. In the above data,

the probability of a positive mammogram if cancer is present, p(sjd), is 0.77.
The prior probability of cancer, p(d), is 6=1000 ¼ 0:006. The probability of a

positive mammogram, p(s), is 543=10 000 ¼ 0:054.

By Bayes’ theorem,

p(djs) ¼ p(sjd)� p(d)=p(s)

¼ 0:77� 0:006=0:054

¼ 0:08:

Reassuringly, it gives the same conclusion. Even if we allowed mammog-

raphy to have a sensitivity of 90% and a specificity of 95%, a positive test

result would only mean a 1 in 10 chance of having the disease. The odds

would be even worse (or better, depending on your point of view) for a less

common condition. It is difficult to make screening work as an intervention.

You inevitably end up with high numbers of false positives. It is only worth-

while if early detection gives a substantial additional benefit and if the

consequences of the false positives are not too severe (see Box 10.1).

An understanding of probabilities is therefore important in the interpret-

ation of test results, it is equally important for making decisions about when a

test should or should not be ordered. In the rest of this chapter we look at

three different ways of using probabilities in decision-making: decision an-

alysis, influence diagrams and Markov models.

Decision analysis

The following example is taken from a detailed and readable account of

decision analysis, a book that I would recommend to readers who wish to

take the subject further3. Before the discovery that cowpox could be used as a

vaccination for smallpox, it was known that an inoculation of smallpox could

protect against the disease. The problem was that the inoculation itself carried

a risk of death. Benjamin Franklin wrote:

In 1736 I lost one of my sons, a fine boy of 4 years old, by the smallpox

taken in the common way. I bitterly regret that I had not given it to

him by inoculation. This I mention for the sake of parents who

omit that operation, on the supposition that they should never

forgive themselves if a child died under it. My example shows that the

regret may be the same either way and that therefore the safer should

be chosen.
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Box 10.1 Computer-aided detection in mammography

The lifetime risk of breast cancer is 1 in 9 for women in Britain and more

than 40 000 British women are diagnosed with breast cancer each year1.

The scale of the problem has led to the setting up of a national screening

programme that invites all women aged between 50 and 64 for

mammographic screening every 3 years. Amammogram is a planar X-ray

of the compressed breast. All the signs used to identify potential cancers

on mammograms can also appear, albeit sometimes in a slightly different

form, as a result of non-malignant processes. Inevitably in screening, the

vast majority, perhaps 99.4% of women, are disease-free2. The

interpretation of screening mammograms is therefore a highly skilled

and specialised task, which involves weighing up the risks of missing a

possible cancer against the threat of overwhelming the programme with

the unnecessary recall of healthy women.

The advent of digital mammography has led many researchers to

consider whether computer algorithms could be devised that would

automatically identify the signs of cancer on mammograms. Algorithms

have been developed that can detect the most common signs of cancer3.

These algorithms can be made extraordinarily sensitive. All of this might

seem incredibly promising. There is, however, a catch. The sensitivity of

the computer algorithms is only achieved at a considerable cost in terms

of specificity and a screening test must not only be sensitive but also

specific. It is all very well for a computer system to detect 98% of cancers,

but if, in doing so, it erroneously suggests that 50% of the healthy

population has cancer, it is not going to be acceptable as a screening test.

The idea behind computer-aided detection (CAD) is that these kinds of

high sensitivity–low specificity algorithms can be given a role, if used to

complement the skills of the human reader. Digital images (either

acquired directly through a digital X-ray machine or by scanning

conventional film X-rays) are analysed by the computer. The results are

then used to create ‘prompts’ that indicate areas on the image that might

be worth a second look. The films – analogue or digital – are then

displayed in the usual way and viewed by the radiologist. The difference

is that before recording a final assessment, he or she will consult the

prompts, which can either be available on a paper sheet or displayed on a

screen.

CAD systems for mammography have been available commercially

since 1995. The idea has now been applied to other modalities. There

seems to be a significant market for such systems, particularly in the

USA. The evidence about the effectiveness of the tools is, however, less

clear-cut than the commercial success might indicate. The impressive

figures for the sensitivity of the algorithms claimed by the manufacturers

have not been disputed4. What is less clear is how frequently radiologists

(continued)
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Box 10.1 Computer-aided detection in

mammography (continued)

alter their judgements on the basis of the information the prompts

provide. There are, essentially, two forms of experiment that can be done

to test this. One is to take a sample of films with known outcomes

(normals and cancer cases) and have radiologists read them both with

and without prompts and to test if the prompts make a difference. The

other form of experiment, a prospective study, involves using a

prompting system in the interpretation of real ‘live’ screening cases and

comparing the radiologists’ performance when prompted with some

suitable benchmark. A number of groups have carried out both kinds of

studies and the evidence is mixed. Some studies using films with known

outcomes have shown a difference, others – including one large UK

study – have not5. One prospective study has shown a 19% increase in

the cancer detection rate6. Others have failed to show any increase7.

The reasons for this variation are complex and, probably in part, to do

with differences in experimental technique. It is likely, however, that

one reason for the variation is that there is marked variation in the

difficulty of cases – even studies with large numbers of cases will often

involve only small numbers of cancers – and in the performance of

radiologists. It is hard to avoid the conclusion that the overall impact of

prompts is small relative to these other factors. But this is surprising. The

prompts ought to have quite a dramatic effect. We know that many

(perhaps as many as 25%) of detectable cancers are missed at screening8.

We know that many (perhaps 90%) will be prompted. The problem is

that radiologists repeatedly fail to recall cases with prompted cancers. At

first glance this seems surprising; how can a radiologist not notice a

cancer when the computer has placed a prompt over it? The answer is

probably that the radiologist notices it but misinterprets the image and

comes to the view that the woman need not be recalled. Part of the

problem is the low specificity of the prompts. The prompts are like a

burglar alarm that is always going off inappropriately. To extend the

metaphor, the radiologist is like a dutiful security guard who always

responds to the alarm, but who places a low value on the alarm in

deciding how much time and attention to devote to the response.

This problem is just one example of a general problem in health

informatics to do with how to make information available effectively.

When is it appropriate to interrupt a clinician with an alert or some form

of automatically generated reminder? At what point do people ignore

alarms that occur repeatedly? How does the risk associated with failing to

post an alert compare with the risk associated with devaluing the

significance of the alert?
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Butwhichwaywas the safer? In 1721Zabdiel Boylston, facedwith an epidemic

of the disease, inoculated 286 Bostonians, of whom 6 died. In the larger

population, of around 10 000, there were 5759 cases of the disease, of whom

885 died. If we use these numbers to calculate probabilities we can drawup the

tree illustrated in Figure 10.1. The square represents a branching due to a

decision we take. A circle represents a branching where chance comes into

play. There is onedecision, to inoculateornot, and there are threebranches due

to chance. To calculate which is the right decision we need to do three things:

1 associate each outcome with a value or utility;

2 calculate the probability of each outcome occurring; and

3 add up the ‘expected utility’ for each decision option, where expected

utility is the utility of an outcome multiplied by its probability.

Letus assume that theutilityof eachbranch that ends in life is 1and theutilityof

each branch that ends in death is 0. The probabilities of the two branches that

follow from inoculation are simply the probabilities of dying after inoculation

(6/286) and of not dying (280/286). The probability of dying from smallpox is

the probability of catching the disease (5759=10 000 ¼ 0:58) times the prob-

ability of dying having caught it (85=5759 ¼ 0:15) or 0:58� 0:15 ¼ 0:09. The

probability of surviving smallpox is 0:58� 0:85 ¼ 0:49. The probability of es-

caping altogether is 0.42.
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To sum the expected utilities of the two decision options, we take the

expected utility of all the branches that end in death to be 0, and those of

the others to be given by the probability. The total expected utility from

inoculation is 0.98, from not inoculating is 0:42þ 0:49 ¼ 0:91. We can there-

fore see that inoculation is the safer course. Since the risk difference is 0.07

we would have to inoculate 1=0:07 ¼ 14 people in order to save a life. This

way of presenting probabilities, the number of people treated for each person

who benefits, is sometimes called the ‘number needed to treat’ and is often

used as a measure of the effectiveness of an intervention.

The aim of decision analysis is to help work out for a particular decision

what is the preferred selection from among a number of competing choices. It

can be used to help patients work out what is the best course for them when

faced with difficult choices about, for example, potentially risky treatments

with uncertain outcomes. It is used by health providers to work out which

interventions or public health programmes are worth funding. It can be used

by health care professionals to determine when it is worth calling for add-

itional investigations before starting treatment.

The justification for decision analysis is that, in certain situations, we find

it difficult to make such decisions on the basis of a simple appraisal of the

available facts, if, for example, there are different possible outcomes from

each of the courses of action we might take, and these outcomes are associ-

ated both with differing likelihood and with consequences that we feel

differently about.

0.98

Inoculation

No inoculation

Die

Survive

Smallpox

No smallpox Survive

Die

Survive

Smallpox 0.02

0.58

0.42

0.15

0.85

Figure 10.1 The decision tree for smallpox inoculation. Adapted from [3].
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Decision analysis and diagnostic tests
Consider a more complex example involving a decision about whether or not

to order a test. The problem can be characterised as a choice between three

courses of action: treat, do not treat or order a diagnostic test. The test may

turn out positive or negative, correct or incorrect. Similarly both the treat and

do not treat options have different outcomes depending on whether or not

the patient has the disease. A simplified version of the resulting tree is

presented in Figure 10.2.

I say simplified because I have not included branches to take into account

the different possible outcomes of treating or not treating the disease. In most

examples, some untreated diseased patients will recover and other patients

will receive treatment but not respond, so we need a further level of branch-

ing to express the probabilities associated with these outcomes. There are

other possibilities that we might want to take into account, there might be

significant risks of side-effects associated with the treatment, and perhaps

other risks associated with the test. We would need to have a measure of

both the probability and the utility of the possible outcomes associated with

these risks. For the sake of this example let us assume that all treated patients

Do not treat

No disease

Disease

Test

Positive

Negative

No disease

Disease

No disease

Disease

No disease

Disease

Treat

Figure 10.2 A decision tree for the decision to treat, not treat or investigate further.
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suffer some side-effects, that patients who receive the test suffer minor

discomfort and that all patients with the disease recover if treated but only

if treated. Let disease-free survival have a utility of 1, reduced to 0.9 by the

side-effects of treatment with a further reduction of 0.01 for the test. Let the

untreated disease lead to a reduced quality of life, having a utility of 0.5.

Assume that 40% of the patient group have the disease and that the sensi-

tivity and specificity of the test are both 90%.

The expected utility in the treat-them-all branch is then 0.9 per patient,

since everyone survives but with the side-effects of treatment. In the treat-

no-one-branch 60% end up with 100% utility but 40% have a utility of 0.5,

giving a utility of 0.8 per patient. Consider the option in which patients are

tested, in a sample of 100 patients, of the 60 healthy patients, 6 will end up as

false positives – an outcome with a utility of 0.89, given the side-effects of

both test and treatment. Of the 40 patients with the disease, 36 will be true

positives; they too end up with a utility of 0.89. The 54 true negatives have a

utility of 99, being tested but not treated, whereas the 4 false negatives are

tested and not treated, so have a utility of 0.49. The expected utility of testing

adds up to 0.92. It follows that testing before treatment is the rational course.

One can take a slightly more sophisticated approach to the problem and,

taking into account some of the factors that we ignored above, determine a

treatment threshold and a test threshold for a given test. These thresholds are

used by clinicians to determine, on a patient-by-patient basis, whether it is

worth ordering a test. If the clinicians’ prior assessment of the likelihood

of illness is above the treatment threshold, then it is not worth ordering

the test because, given the probabilities and utilities for this case, there is

sufficient concern to warrant treatment without the test. If the prior prob-

ability is below the test threshold, then it is not worth ordering the test, since

even a positive test result will not raise the probability enough to indicate

treatment.

Decision analysis can be used:
. to guide individuals in cases where their individual preferences combine

with data about the probabilities of different outcomes;
. by health professionals to work out what level of confidence in a diagnosis

is a sufficient basis for treatment;
. by policymakers to determine the appropriateness of a population-level

intervention.

Broad as this range of applications is, the technique is limited in a number of

ways. Clearly there are going to be situations where it is not possible to set out

in advance exactly what all the options are. It is not a natural way to

represent decisions where the choice is not a matter of what to do but of

when to do it. Very often we do not know exactly what the probabilities of

the different possible outcomes are. Most obviously, it is always, or almost

always, difficult to associate a value with each of a set of possible outcomes.

In the next section I consider some of the techniques that can be used to

establish patients’ utilities.
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Utilities: measuring the desirability of outcomes

The aim of decision trees is to inform decision-making, specifically decision-

making under uncertainty. The approach is a framework for calculating the

expected utility of the outcomes that could follow from a particular choice,

allowing the user to make a quantitative comparison of the available choices.

The notion of expected utility, crucially, requires some measure of utility, of

the desirability of the outcome.

The measurement of utility is not straightforward. It is easy to be sceptical

about the idea that the desirability of a particular outcome, e.g. a state of

health, could be quantified. It is as well to be honest about the difficulty: a

measure of utility is not a measure of an outcome in terms of the patient’s

health or quality of life, but rather a measure of how he or she feels about the

outcome. This is hugely complicated. Most of the cases where we feel the

need to use something like decision analysis will be difficult problems involv-

ing many outcomes, each of which will have different attributes. A patient

with prostate cancer, for example, has to weigh up the pros and cons associ-

ated with a procedure that could extend his life (but might not since prostate

tumours are notoriously indolent) but which carries a significant risk of

incontinence and of impotence.

There are a variety of techniques that can be used to determine how a

patient feels about a possible outcome. The most obvious approach is to ask

the patient to rate the outcome in question on some sort of scale, e.g. where 0

is death and 100 is perfect health. Another approach, known as the standard

or reference gamble, asks the subject to judge what risk of immediate death

they would accept in order to attain perfect health, in preference to their

current or hypothesised state of health. Two other methods involve mapping

utilities to units that are familiar from everyday life: time and money. Using

‘time trade-offs’ we ask patients to rate a state of health by saying how many

years of life in that state they would give up in order to achieve perfect health.

Finally a ‘willingness to pay’ analysis asks patients how much they would be

willing to pay to achieve perfect health.

None of these methods is perfect. Each, to some extent, is measuring

something different and produces somewhat different estimates of utility.

Utilities obtained with the standard gamble are the highest – patients are

very cautious when it comes to a risk of immediate death. Utilities elicited

using rating scales are generally lower than the other methods. Such scales do

not associate any real penalty with low ratings, and so patients are able to

express negative feelings about a state of health without matching them

against years of life lost or the risk of immediate death.

Eliciting an accurate numerical indication of utility is difficult. A further

problem is that the numerical estimates may not work as they should when

we try to use them mathematically. Let us assume for the moment that we

have an accurate measure of utility. Let us call it quality-adjusted life year

(QALY). For decision analysis to work a 50% chance of 10 QALYs should be
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equivalent to a 100% chance of 5 QALYs, just as a 50% chance of winning

£10 should be equivalent to a 100% of having £5. But this implies that the

person making the choice is neutral to the risk involved, whereas people have

preferences for different levels of risk. These preferences vary even within

individuals; most people are ‘risk-averse’ when it comes to major threats, as is

shown by the fact that they take out expensive insurance against outcomes

that are unlikely but that would have a significant impact, and yet many of

the same people are ‘risk-seeking’ with small sums of money and prepared to

hazard a pound or two on a lottery with an absurdly low chance of winning.

A similar difficulty is that the mathematics requires that each additional

QALY has an equal value. Most of us, however, worry less about years of

life that are some way off. It is hard to persuade teenagers not to smoke using

the argument that smoking might shave 7 years off the end of their lives. The

same argument, however, would have considerable force for someone in the

fifties or sixties. We can deal with this situation mathematically by ‘discount-

ing’ future years.

The difficulties involved in eliciting and then making use of measurements

of value are, as we have seen, considerable. The drive to have a solid, rational

basis for important decisions is, however, such that a great deal of effort has

gone into making the process as simple and robust as possible. There are

health indexes or multi-attribute utility measures that allow a researcher to

use a straightforward questionnaire to obtain information from a patient

about his or her state of health and then to use data obtained from a reference

population to derive a utility measure that reflects the preferences of the

population in general. ‘Off-the-shelf’ utilities can be obtained from major

studies to obtain an estimate of utility for a population.

An example: patient-based decision analysis in atrial
fibrillation

Atrial fibrillation is a condition in which blood clotting can lead to stroke.

Clinical trials have shown that warfarin, an anticoagulant, can significantly

reduce the risk of stroke in these patients. However, others studies have

shown that the condition is underdiagnosed and undertreated and it has

been argued that this is because patients outside of clinical trials make

different choices, being more tolerant of the risk of stroke and less tolerant

of side-effects of treatment. Protheroe et al. carried out a trial in which

patients and GPs used decision analysis to determine, on the basis of individ-

ual patient’s utilities, whether or not to accept anticoagluation4. The decision

tree is shown in Figure 10.3. The relevant probabilities were obtained from

the literature and modified according to the patient’s age and comorbidity.

The time trade-off method was used to establish utilities. Of the 97 patients

who participated, the decision analysis led 38 to decide against anticoagula-

tion; of these 87% ‘should’ have been treated according to the agreed guide-

lines for this condition and 45% were being treated. Of the 59 who indicated,
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following decision analysis, that their preference was to be treated, 47% were

not being treated. Of the 17 GP practices who were invited to participate only

eight did and in these eight, decision analysis was carried out for only half the

eligible patients, suggesting that the approach is not for everyone.

A systematic review of RCTs to assess the value of decision aids as an

element in decision-making by patients found evidence that they improved

knowledge, reduced decisional conflict and stimulated patients to be more

active in decision-making, without increasing their anxiety5. There was,

perhaps disappointingly, less evidence of an effect on satisfaction and an

apparently variable effect on decisions.

Influence diagrams

Influencediagramsare analternative todecision trees. Insteadof representing a

decision as a selection betweenalternatives,wemodel the impact of events on a

desirable outcome ormeasure of utility. The diagrams show the chains of cause

and effect and can be used, given the appropriate probabilities, to calculate the

preferred course of action. They were developed, in part, through attempts to

improveon the ratherunsophisticatedapproach toBayesianprobabilities taken

by de Dombal et al. in the AAPHelp system described in Chapter 1.

The use made of Bayes’ theorem in AAPHelp is sometimes termed naive or

idiot Bayes because the designers made a crucial simplifying assumption that

Atrial
fibrillation

No treatment

Treatment

Decision node

Chance node

Outcome (health state)

Cardiovascular
accident

Affected

Unaffected

No cardiovascular
accident

No cardiovascular
accident

No cardiovascular
accident

Cardiovascular
accident

Affected

Affected

Unaffected

Unaffected

Cardiovascular
accident

Side-effects

No side-effects

0.1 (0.1–0.1)

0.7 (0.6–0.9)

1.0 (1.0–1.0)

0.1 (0.1–0.1)

0.5 (0.3–0.7)

0.8 (0.7–1.0)

0.1 (0.1–0.1)

0.7 (0.5–0.8)

1.0 (1.0–1.0)

Figure 10.3 Decision tree of health states resulting from having atrial fibrillation,

showing the mean and interquartile range for utility values associated with each state.

From [4] with permission from the BMJ Publishing Group.
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the symptoms of abdominal pain are ‘conditionally independent’. The start-

ing point for the calculation was the set of prior probabilities for each of the

seven diseases represented in the system: the likelihood that any patient,

presenting with abdominal pain, was suffering from each of the seven dis-

eases. The system worked by revising those seven prior probabilities given the

information entered about the patient’s signs and symptoms. If a patient was

suffering from symptom A and the statistics showed this to be highly correl-

ated with disease X, the revised probability would be an increase on the prior

odds. Similarly if the patient was also recorded as suffering from symptom B,

and this was also known to be highly correlated with disease X, a second

revision would further increase the probability that this patient was suffering

from disease X.

The problem is that the statistic used as the basis for calculating the second

revision was a measure of how the likelihood of disease X should be changed

given symptom B. This might sound right, but it is not. The correct statistic

would be a measure of how the likelihood of disease X in a patient with

symptom A is affected given symptom B. The point is that if the two symptoms

were closely related, hearing about symptom B would be much less important

in cases where the doctor had already observed symptom A. Getting the

mathematics right, however, would involve collecting data not just about

all the relevant symptoms but also about all possible combinations of relevant

symptoms. The team behind AAPHelp knew that they could never contem-

plate this kind of data collection effort. Instead they collected enough data to

revise the prior probabilities sequentially, on the assumption that any condi-

tional dependence – to use the statistician’s term – between the symptoms

would not have a critical effect on the system’s accuracy. An awareness of the

vulnerability of the method to such conditional dependences must also have

guided the selection of symptoms to include in the model.

Bayes nets

It is difficult to reason with large numbers of probabilities, unless we assume

that they are independent. They cannot easily be combined. Probability is

unlike logic in this respect. If we know the truth value of A and the truth

value of B, then it is easy to determine the truth value of A and B. However,

knowing the probability of A and the probability of B is not enough to

determine the probability of A and B, unless we assume that their probabil-

ities are independent. For this reason many successful applications of Bayes’

theorem have made use of what are known as Bayes nets. These are graphical

representations of the causal relationships in a domain that reveal the inde-

pendence of different propositions. The diagrams consist of nodes linked by

arrows. Consider the example in Figure 10.4a. Let us say that each node has

two states: present and not present. To calculate the probability, for example,

that a patient with a headache was suffering from stress and not a tumour we

would need to calculate the probability p(not A, B, C) which, by the fourth

axiom of probability we know to be p(Cjnot A, B)� p(not AjB)� p(B). The
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purpose of the diagram is to show that the probability of stress and the

probability of tumour are independent, and therefore that p(not AjB) simpli-

fies to p(not A). Similarly in Figure 10.4b the diagram shows that Kawasaki

disease only influences the probability of chest pain because it can cause

myocardial infarction. It follows that p(CjB, A), in this example, can be

simplified to p(CjB). In Figure 10.4c we see that p(BjA, C) simplifies to

p(BjA). The great thing about Bayes nets is that, however large and compli-

cated the domain of interest, all we ever need to know is, for each state of

each node, the probability of that state for each of the possible states of each

of the nodes’ parents: there may be many calculations but they are all local to

a node and its parents, making both the data collection and the computation

tractable.

Using Bayes nets

Consider the example in Figure 10.5. The example, which was first published

by Speigelhalter, is taken from Krause and Clark’s book, which provides a

thorough introduction to the field6,7. The diagram can be used to calculate the

probability of the various possible combinations of states for the different

nodes. All we need to know is, for each state of each node, the probability of

that state given each of the possible states of each of the nodes’ parents. (By

‘parent’ I mean a node connected by an arrow pointing to the ‘child’ node.)

The probability of, for example, ‘severe headaches’ p(E) can be calculated as

the sum of the probabilities for all the various combinations of nodes in which

severe headaches are true:

p(E) ¼ p(A, B, C, D, E)þ p(not A, B, C, D, E)þ p(A, not B, C, D, E)

þ p(A, B, not C, D, E)þ p(A, B, C, not D, E)

þ p(not A, not B, C, D, E)þ p(not A, B, not C, D, E)

þ p(not A, B, C, not D, E)þ p(not A, not B, not C, D, E)

þ p(not A, not B, not C, not D, E)

Each of the ten probabilities in this sum can be calculated easily enough from

the network. Take the first as an example. This can be calculated, using the

fourth axiom of probability, as

p(A, B, C, D, E) ¼ p(EjA, B, C, D)� p(DjA, B, C)
� p(CjA, B)� p(BjA)� p(A)

The network indicates that this simplifies to

p(A, B, C, D, E) ¼ p(EjC)� p(DjB, C)� p(CjA)� p(BjA)� p(A)

Each of the five probabilities in this sum is given in the definition of the

network. Given the prior probability of the parent node (metastatic cancer)

and the various conditional probabilities, the prior probabilities of any pos-

sible combination of nodes and states can be calculated.

To make use of a Bayes network in a decision problem, we can use Bayes’

theorem to update these prior probabilities when we obtain facts about a
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Headache

A B
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StressTumour
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Chest painKawasaki
disease

Myocardial
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(a)

(b)

(c)

A

C

Red spotsKoplick's
spots

Measles

B

Figure 10.4 (a) A Bayesian network representing the fact that stress and brain tumour

both cause headaches but that there is not a significant causal linkage between stress

and brain tumours or any significant factor that can cause both stress and brain

tumours. (b) A Bayesian network representing the fact that Kawasaki disease only

increases the likelihood of chest pain because it increases the likelihood of myocardial

infarction, a cause of chest pain. (c) A Bayesian network representing the fact that

measles causes both Koplick’s spots and red spots but that there is no other association

between them. It follows that the probability of Koplick’s spots in a patient known to

have measles is not affected by the information that he or she has red spots:

p(BjA, C) ¼ p(BjA). Adapted from [7].
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particular patient. Imagine, for example, a patient who has a headache. We

know the probability of headache given a brain tumour, p(EjC); from the

definition of the network, we can calculate as described above the prior

probabilities p(E) and p(C). So we can now use Bayes’ theorem to recalculate

the probability of tumour, given the fact that the patient has a headache,

p revised(CjE) ¼ p(EjC)� p(C)=p(E). Propagating the values throughout the

network involves a slightly more complex process, one beyond the scope of

this book, but means that adding information about symptoms allows an

accurate assessment of the probabilities of the different possible causes.

From Bayes nets to influence diagrams
A Bayesian network, as described above, does not explicitly represent a

decision. It can be used to help make a decision but it does not explicitly

represent the choices between different courses of actions or the utilities

associated with different outcomes. We use the term ‘influence diagram’ to

describe a Bayesian network that has been extended in this way. To turn the

above diagram into an influence diagram we would have to add a node for

an action, e.g. treatment of metastatic cancer, and links that indicated its

impact on the likelihood of continued metastatic cancer. We would also have

to augment the diagram with nodes for the outcomes of cancer and the

utilities and costs associated with the outcomes and with the treatment. The

model could then be used to determine the probabilities and utilities of the

outcomes associated with the different courses of action.

Influence diagrams are an alternative formalism to decision trees. They

have an advantage in that, being derived from Bayes nets, they are based

on a model of cause and effect and so are a natural way to represent problems

A

B C

D EComa
Severe
headaches

Brain tumour
Increased
serum

Metastatic cancer

Figure 10.5 A Bayesian network showing how metastatic cancer affects the

likelihood of both coma and severe headache. Adapted from [7].
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where the outcomes are determined by a set of competing possible causes. For

many problems where a number of variables impact on a smaller set of

outcomes, an influence diagram will be a more compact representation

than a decision tree. The calculations involved are somewhat more compli-

cated than those associated with decision trees, although the ready availabil-

ity of software tools for building and using Bayes nets means that this is not

the problem it might be. Readers with an interest in pursuing this approach

are advised to download a freeware implementation and try out some simple

problems8.

Unfortunately there are some common problems in health care that are not

easily represented using these kinds of diagrams. It is not easy to represent the

passage of time in Bayes nets, so problems that involve estimating the risk of

an event happening over a period of time are difficult. One technique that is

often used for these kinds of problems is Markov modelling.

Markov models

A Markov process is one for which the future is determined entirely by the

present. If we think of a process as a succession of time intervals (days, weeks,

months, years), each of which may be in one of a number of states, then a

Markov process is one for which the state at time t þ 1 is determined only by

the state at time t. This may seem a slightly arcane concept, but if we want to

model a process, e.g. a disease, then if we assume that it is Markovian, we can

model it very simply as a number of states (e.g. healthy, ill, dead) and the

probabilities of the transitions between them. The Markov property means

that the probability of a patient moving from one state to another (from

healthy to ill, from ill to dead) is unaffected by the sequence of previous

transitions. Consider the diagram in Figure 10.6. This shows a diagram used

in an assessment of atrial fibrillation. Patients suffering from atrial fibrillation

can be said to be in one of three states: well, recovering from stroke or dead.

Patients with the condition who are being successfully managed have a

roughly normal quality of life despite a significant risk of stroke. They may

continue to be well but may suffer from a stroke, and may die. Patients who

recover from a stroke will experience diminished quality of life and require

different treatment. They are also at an increased risk of death. Death is, in

the terminology of Markov modelling, an absorbing state, i.e. one from

whose bourn no traveller returns. Building a Markov model is a matter of

identifying the required states, the possible transitions between states and

associating each transition with a probability or a range and distribution of

probabilities.

In this example we give each transition a single probability, although it is

quite possible to incorporate into Markov models more sophisticated analysis

in which different patient subgroups are given distinct probabilities for certain

transitions, and also to model probabilities that change over time (e.g. as

patients get older). The probability is the likelihood that the given transition
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will occur within a defined time interval. One of the issues to consider in

building a Markov model is what the time interval should be. Here it is taken

to be 1 year. The choice of an appropriate interval will be determined in part

by the clinical problem to be modelled, and in part by the nature of the

available data.

Evaluating Markov models

To assess the impact of an intervention, one might want to use the Markov

model to calculate the value of an appropriate outcome measure, for

example, how long patients spend in each of the modelled states. There are

three different ways in which a Markov Model can be used to obtain such a

value. One can use matrix algebra to calculate from the transition probabil-

ities what the expected time spent in each state will be for a population. One

can use the model to calculate the proportions of a cohort who would move

between states in a cycle and then calculate, after a number of cycles, what

proportion of the cohort’s total number of life years is spent in each state. One

can also use the model to run what is called a Monte Carlo simulation in

which the probabilities in the model are used in conjunction with a random

number generator to simulate for individual patients, one at a time, their

passage through the available states. The process is repeated for large num-

bers of patients (10 000) and the resulting data again used to calculate the

proportion of time spent in each state. For most purposes it will also be

necessary to associate some measure of utility for each state in order to

determine what impact on the total utility of the population is obtained for

a given change to the transition probabilities (see Table 10.3).

Well

Post-
stroke

Dead

P =0.7

P =0.85 P =1.0

P =0.1P =0.2

P =0.15

Figure 10.6 A Markov model showing the likelihood of transitions between three

states: well, post-stroke and dead. Note the circular links that represent the probability

of remaining in the same state. Death is an absorbing state; the probability of

remaining in the state is therefore 1.0. Adapted from [3].
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Consider here how onemight use theMarkov model from Figure 10.6 to do

a cohort simulation. Let us set the size of the cohort to be 10 000 and assume

that all the patients start in the well state. The transition probabilities tell us

that at the end of the first cycle there will be 7000 (0:7� 10 000) well patients,

2000 (0:2� 10 000) post-stroke patients and 1000 (0:1� 10 000) dead pa-

tients. At the end of the second cycle, a further 1400 (0:2� 7000) well patients

have been moved in the post-stroke state, 700 (0:1� 7000) well patients have

died and 300 (0:15� 2000) post-stroke patients have died. There are therefore

now 4900 well patients, 3100 post-stroke patients and 2000 dead patients.

After 10 years there are 282 well patients, 2248 post-stroke patients and 7469

dead patients. The last well patient succumbs after 28 years and the final post-

stroke patient is only moved into the dead column after the 63rd cycle. The

totals for the second and third columns show that 33 333 years are lived in the

well state and 44 442 in the post-stroke state, respectively. It follows that the

mean survival for a member of this cohort is (33 333þ 44 442)=10 000 ¼ 7:8.

One can use the model to see how a change in the transition probabilities

would affect mean survival. Imagine a change in the treatment (say a change

in the dose of anticoagulant) that reduced the risk of death from stroke, but

increased the risk of stroke. We can alter the probabilities associated with the

transitions so that the likelihood of staying well goes down to 0.675. The

likelihood for going from well to dead goes down to 0.075 but that of going

from well to post-stroke increases from 0.2 to 0.25. Under this regime, the

total number of years lived in the well column sinks to 30 769, while the

number of years lived in post-stroke rises to 51 280. Mean survival is 8.2. If

that were the index on which the decision is to be made, it would seem that

the new regime is a better one. A more sophisticated analysis would consider

Table 10.3 The result of running the Markov model defined in

Figure 10.6.

Cycle Well Post-stroke Dead

0 10 000 0 0

1 7000 2000 1000

2 4900 3100 2000

3 3430 3615 2955

4 2401 3759 3840

5 1681 3675 4644

6 1176 3460 5364

7 824 3176 6000

8 576 2865 6559

9 404 2550 7046

10 282 2248 7469

. . . . . . . . . . . .

63 0 0 10 000

Total 33 333 44 442
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the differing utilities of years lived in the two columns and perhaps come to a

different view.

Using Markov models

Canfell et al. (2004) used the Markov model shown in Figure 10.7 to

examine the impact that changing the recommendations for cervical cancer

screening would have on the lifetime incidence of the disease9. The model

looks complicated compared to the simple example I gave earlier. The

process starts with an uninfected state; next the model considers a state in

which the patient has acquired cervical human papillomavirus infection.

This can lead to the development of invasive cancer through a series of

stages from microinvasive to frankly invasive cancer. The progression,

however, is not straightforward; the disease can, at each stage, advance,

persist or indeed regress. Patients may, at any stage, die from other causes.

Patients in the later stages of the disease can be found at screening and, if

treated, will return to an earlier stage: but not necessarily to uninfected. The

authors carried out an extensive literature review in order to establish

the transition probabilities required by the model. These include not

just the transition probabilities associated with the model of the disease

Uninfected

Cervical HPV
infection

CIN 1

CIN 2

CIN 3

Invasive
cervical
cancer 

Death from cervical
cancer

Death from other
causes

Death from
other causes 

Treatment following
positive screening

result 

Figure 10.7 A Markov model showing states of cervical human papillomavirus

(HPV) infection and cervical intraepithelial neoplasia (CIN) and invasive cervical

cancer and the impact of screening on survival. From [9] with permission from

Nature Publishing Group. � 2004 Cancer Research UK.
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but also those that model the relevant parameters of the screening pro-

gramme. Since the authors were interested in studying the impact of age-

specific recommendations they needed to identify age-specific transition

probabilities. In many cases the data that can be found in published papers

will be in the form of progression or transmission rates and must be con-

verted into a form that gives an annual transition probability. Running a

number of simulations with the model, the authors were able to show that

screening has little impact on women under 25 years of age, but that

increasing the frequency of screening for women between 25 and 49 years

of age from 3–5 years to 3 years has a significant impact.

Probability and decision-making

The history of attempts to improve clinical decision-making through the

application of probability is now relatively long. I began this book with a

discussion of the AAPHelp system, which dates from 1972. The impact of such

systems, however, is still not great. A number of different explanations have

been put forward for this, some of which were explored in Chapter 1. One

argument was that probabilistic thinking is alien to clinicians, and that sys-

tems dealing in probabilities cannot usefully be incorporated into clinical

decision-making.

One proponent of this view has developed a rather different approach in

which a decision is represented as a selection between alternatives but,

instead of using mathematical calculations of expected utility to identify the

preferred alternative, logical arguments for and against each of the alterna-

tives are constructed and evaluated10. The method has a number of advan-

tages: for example, arguments can be associated with weights that capture

a notion of the strength of belief in the argument while allowing a degree of

flexibility in how the weights are aggregated. Arguments can be evaluated,

allowing ‘meta-level’ reasoning about the validity or suitability of arguments.

The approach is particularly associated with reasoning about safety since it

permits decisions to be evaluated according to a predefined safety policy. The

approach has been incorporated in a variety of research projects notably in a

system for the representation of clinical guidelines; this particular system is

discussed in more detail in Chapter 13.

The important point to make here is that the crucial factor that determines

the success of any attempt to model decision-making is not the method

used to weight preferences. The most important thing is that the logical

structure of the decision is right. If a decision tree, a Bayes net or a Markov

model is not based on an accurate representation of the alternatives and

the factors that effect preferences between alternatives, then the mathemat-

ical precision of the method by which those preferences are compared is

irrelevant.
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CHAP T E R 1 1

Probability and learning
from data

In Chapter 3, three common ways in which patient data can be used to

further medical knowledge were described: case studies, cohort studies and

randomised controlled trials. I want here to look at the question of how we

derive knowledge from experience in a more general, more abstract way and

to introduce three sets of probabilistic techniques for analysing data and

learning from it: statistical tests of hypotheses, machine learning and data

mining. These are very broad fields and it might seem odd to deal with all of

them in a single chapter; all, however, are based on the analysis of data-sets

that includes some element of chance.

Falsificationism

The process by which a general principle is inferred from a set of examples is

known as induction. If, for example, a sequence of patients who shared a set

of symptoms all responded to a particular treatment, one might use a process

of induction to infer that they were all suffering from the same disease.

Philosophers regard induction as a problem because although this kind of

inference is an essential element not just in scientific reasoning but also in

everyday life, it is not guaranteed to lead to true conclusions in the way that

deductive inference is. For example, there might be two different disease

processes at work in these patients, and one might only respond to the

treatment in certain circumstances. For a philosopher, this seems troubling;

how is it, in the light of this uncertainty, that evidence from past experience

can serve as a guide for action in the future?

One approach, much discussed in the philosophy of science, is to accept

that we cannot ever know that a principle inferred from previous examples is

true. All the laws of science are working hypotheses that we accept for the

moment but that we have to be prepared to discard should we discover that

the world is not quite as we thought. There is a useful asymmetry here:

although no amount of positive evidence can ever definitively prove that a

theory is true, a single negative result can be sufficient to show it to be false.

This strategy, which is known as falsificationism, was first elucidated by Karl

Popper, who wrote that ‘the demand for scientific objectivity makes it inev-

itable that every scientific statement must remain tentative for ever’1. Science
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progresses not by proving new theories to be true but by discovering old ones

to be false: ‘Science never pursues the illusory aim of making its answers final

or even probable. Its advance is rather towards an infinite yet attainable aim:

that of ever discovering new, deeper, and more general problems and of

subjecting our ever tentative answers to ever renewed and more rigorous

tests.’

Although falsificationism is a good model for how scientists should proceed,

it does not offer a very good model for living with scientific knowledge.

Scientists believe that the MMR vaccine does not cause autism, and that the

transmission masts for mobile phones do not cause brain tumours, but they

know that they cannot be absolutely certain of their conclusions and hence

find it difficult to couch them in terms that reassure the public. The account of

falsification given here does not really do justice to Popper’s thinking, and his

work was not the last word on the subject, but the idea that science progresses

by the falsification of theories has proved enormously influential. Later in this

chapter, I will return to the idea of induction in the context of machine

learning, but first I want to look at how, if falsificationism is accepted as an

approach to scientific method, data can be used to subject our ‘ever tentative

answers’ to ‘ever renewed and more rigorous tests’.

Statistical hypothesis testing

In medicine, patient data are often analysed in order to test hypotheses. The

data will generally be a sample from some population; for example, a trial of a

treatment for hypertension might look at data from 50 patients, assuming

that they are a representative sample of the larger population of patients with

hypertension. Where the hypothesis involves comparing two samples (as in

an RCT), the goal will often be to establish whether any difference between

two samples is something other than the chance variation that might be

expected between random samples. One way to consider this question is to

calculate what is called a ‘confidence interval’ for the difference between the

two sets of measurements.

Constructing a confidence interval

Consider a set of measurements, for example, of blood pressure. Such sets of

measurements are often called distributions. We often want to summarise the

information in a distribution. One useful summary statistic is the mean of the

distribution. More information about the distribution can be obtained by

calculating the average deviation of a measurement from the mean. This is

called the standard deviation of the distribution. These two summary statis-

tics, the mean and the standard deviation, tell us quite a lot about the set of

measurements, about the distribution. Very often the distribution will take a

characteristic form, a kind of bell-shaped curve with most measurements

being pretty close to the mean, and relatively few being found further

away, under the rim of the bell. This kind of bell-shaped distribution is called
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the ‘normal’ distribution. In a normal distribution, 95% of the observations

will fall within a range of 1.96 standard deviations above or below the mean.

I mention this specific fact because 95% is used, by convention, as a threshold

in the calculation of confidence intervals.

If a sample from a population is large enough, the mean of the sample

will be a good estimate of the mean of the population. In a smaller sample

we might be less confident that its mean would be an accurate estimate of

the population mean. The uncertainty associated with a mean estimated from

a sample of a given size can be quantified by repeatedly sampling the

population and observing how the mean varies from sample to sample.

The means of the samples will be distributed around the true mean, the

mean of the population. If the samples are large enough (e.g. greater

than 100), the distribution of the sample means will be normal. It follows

that 95% of the sample means will be within 1.96 standard deviations

above or below the population mean. Note here that we are talking

about the standard deviation of the distribution of the sample means, not

the standard deviation of the measurement in the population. Luckily, the

standard deviation of this sampling distribution is a simple function of

the standard deviation of the measurement in the population:

s=
ffiffiffi
n

p

where s is the standard deviation of the measurement in the population and

n is the size of the samples. We call this quantity – the standard deviation of

the sampling distribution – the standard error (SE) of the estimated mean.

Another equation can be found for the SE of the difference between the

means of two sets of measurements:

SE(x1 � x2) ¼ (s21=n1 þ s22=n2)

where s1 is the standard deviation of the first set of n1 measurements and s2 that

of the second set of n2 measurements. A third equation gives the SE for a

difference between two proportions:

SE(p1 � p2) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1(1� p1)

n1
þ p2(1� p2)

n2

r

The SE can be used to construct what is called a confidence interval for a

measurement. It can be said, with 95% confidence, that the true mean of the

population will be within plus or minus 1:96� SE of the measured mean. If

mean blood pressures are calculated in two groups of patients, say from two

arms of an RCT, it can be said, with 95% certainty, that the true difference

between the means will be within a range that is plus or minus 1:96� SE of

the measured difference. If this range includes 0, then it cannot be said, with

95% certainty, that there is any difference between the means, suggesting

that the study has not demonstrated any difference between the control and

intervention group.
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As Altman, on whose account the above presentation is based, writes, this

procedure seems so straightforward that it may come as a surprise that most

clinical studies are not analysed in this way but rather by the calculation of

test statistics2.

Calculating a test statistic

The traditional procedure for the statistical testing of hypotheses in medical

research is as follows:
. Step 1 – specify a null hypothesis and an alternative hypothesis. The null

hypothesis is generally that an effect is not observed, for example, that there

is no difference between the control group and the intervention group in an

RCT. The alternative hypothesis is the negation of the null hypothesis and is

generally the hypothesis that the experimenter is testing.
. Step 2 – specify an acceptable threshold on the probability of drawing the

wrong conclusion from the experiment. Conventionally a threshold is set

only for the possibility of incorrectly rejecting the null hypothesis and it

is generally set at 5% or 1%. These are sometimes called ‘p values’: the

probability of observing the given value of the test statistic on the assump-

tion that the null hypothesis is true. It is also common to talk about the

significance level, or confidence level, so a p value of 5%, a 5% possibility of

incorrectly rejecting the null hypothesis, would correspond to 95% confi-

dence in the alternative hypothesis.
. Step 3 – choose a test statistic to be calculated from the data. The test

statistic is the quantity that will be calculated from the experimental data

and used to determine whether or not the null hypothesis is to be rejected.
. Step 4 – determine the critical value, also known as the significance point.

This is a threshold on the test statistic. If test statistic computed for our

experiment is greater than this threshold, the null hypothesis can be

rejected with a certainty at least as great as that specified in Step 2.
. Step 5 – do the experiment, collect the data, calculate the test statistic, test

against the threshold determined in Step 4 and draw the appropriate con-

clusion.

Step 4 dates from an era when the critical value was determined by consult-

ing books of statistical tables, which listed the critical values for the standard

test statistics at conventional significance levels: 95%, 99% or 99.9%. Now

computers are used and the software will typically calculate the test statistic

and its ‘p value’, making Steps 2 and 4 redundant.

Various forms of data and hypotheses
The choice of an appropriate test statistic depends on the nature of the data to

be analysed, the form of the experiment and the hypothesis. Consider first the

various forms that the data might take. Data vary in how they can be treated

mathematically. Measurements of height or weight, for example, can per-

fectly sensibly be multiplied or divided. Such measurements are made on

what is called a ratio scale. If the data consist of measurements on a scale that
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Box 11.1 Statistical process control

It is easy to collect data. The difficult thing is to analyse them so that they

can become a guide to action. We can collect data about, for example,

the mortality rates of children following open-heart surgery in different

hospitals. But what are we to do with this information? If we looked at

the data there would be some variation, inevitably. How much variation

should we expect? Most of the measurements will cluster around the

mean, but a few will, inevitably, be scattered further away. How far

away could they be before it should become a cause of concern?

Much of medical statistics is to do with testing for a hypothesised

difference between two groups and involves studying how the data are

distributed. The shape of the distribution will depend on the nature of

the process being measured; for example, if the measure is of the number

of discrete events that take place during a time interval of given length

(e.g. patient deaths per annum), the sample will have a Poisson

distribution. The number of independent measurements taking a value

in a particular range (e.g. the height of patients in a particular group) will

tend to have a Gaussian or normal distribution.

But what if we are not running a trial and we do not have a hypothesis

that we wish to test? What if we are simply trying to analyse the

variation to see what, if anything, needs to be done to improve quality or

maintain patient safety? One approach, known as statistical process

control (SPC), is to attempt to distinguish ‘common cause’ from ‘special

cause’ variation. The idea is to measure the variation within a sample

and identify cases where the variation seems sufficiently extreme to

warrant attention. To test for ‘special cause variation’ we must first

decide what proportion of the distribution counts as extreme, how far

along either extremity to set the threshold so that a data point lying

beyond the threshold is said to be ‘special cause variation’ and therefore

worthy of investigation. We generally measure variation in units known

as standard deviations. In SPC, the threshold on variation is

conventionally set at three standard deviations from the mean. At this

threshold, 0.27% of plotted data can be expected to fall in the

extremities. Hence, a typical plot, which might contain 30 or so points,

will very rarely contain a point in the extremity, unless it is there

because the data item at that point is not part of the same distribution as

the other items, i.e. it reflects some ‘special cause variation’.

The basic analytical tool in SPC is a graphical device called the control

chart. The technique is commonly used to look for fluctuations in

measurements taken of a process at different points in time. The

measurements are plotted, with the measured value on the y-axis and
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time point of the measurement on the x-axis. The quality of the process

is assessed by looking for special cause variation. The task can be made

easier by superimposing on the plot a grey line to indicate the mean and

black lines at three standard deviations above and below the mean, these

two thresholds are referred to in SPC as the upper and lower control

limits.

SPC chart of average turnaround times
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A control chart showing mean turnaround times for pathology tests over a 28-day

period. The data show the spread of the points around a mean, drawn in grey.

The dark horizontal lines indicate the upper and lower control lines. Two data

points, days 7 and 8, are above the upper control limit and suggest special cause

variation.

SPC was developed in the 1920s and first used to study processes in

manufacturing. It has only relatively recently been used in health care1.

It has been adopted with some enthusiasm by agencies such as the NHS

Modernisation Agency, a body set up to identify and remove

unnecessary delays preventing access to care. SPC has now been applied

by a variety of agencies and teams with an interest in quality to a range

of problems in health care, including, controversially, looking for GPs or

GP practices with unusually high death rates.

British GP Harold Shipman was convicted of the murder of 15 of his

elderly patients but is believed to have killed many more, perhaps as

many as 215. It seems absolutely unbelievable that murder on such a

scale could go undetected. But it turns out that normal variation could

mask quite substantial ‘excess mortality’. Frankel et al. considered the

possibility that any practice in the top 0.5% of the Poisson distribution

(continued)
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does not have a true zero, the differences between measurements can be

compared but ratios cannot sensibly be computed. For example, if today the

temperature is 48C and yesterday it was only 28C, we can say that it is hotter

and indeed that the difference is 28. We cannot, however, sensibly say that

today is twice as hot as yesterday. This is because the 0 point on the tem-

perature scale is not a true 0. Such scales are called interval scales. When

users are asked to express their preferences by rating, for example a state of

health, on a numerical scale, it makes sense to say that an outcome rated as

4.5 is better than one given a rating of 3. It would, however, be unsafe to

assume that this difference is really the same as that between a state rated 0

and another rated 1.5. Such data are recorded on an ordinal scale, one that

allows ranking but not statements about the distances between ranks. Other

data might involve assigning patients, or whatever it is that is being studied,

to a set of categories, where the categories are not ordered in any way: male

and female or smoker and non-smoker.

Box 11.1 Statistical process control (continued)

should be investigated2. With a list the size of Harold Shipman’s (3600),

an average of 40 deaths would be expected each year and the threshold

for investigation would be 58. They conclude that this would allow an

excess of 18 deaths per year above the average to pass as unremarkable.

Clearly, however, the likelihood is that normal fluctuation of the natural

death rate around a mean of 40 would fairly quickly mean that someone

killing significant numbers would find themselves under investigation.

Mohammed et al. argue that Shipman did stray outside SPC control limits

derived from the district in which he worked3. Their analysis suggests

‘special cause variation’ in 1993, 1995, 1996, 1997 and 1998. The

difficulty in using SPC as a kind of screening test, however, is that since

there are 9000 practices in England, by a statistical inevitability, every

year 45 would be in the top 0.5% of the Poisson distribution and would

therefore come under investigation, creating what Frankel et al. refer to

as a ‘statistical cacophony of false positive suspicion’.
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Different test statistics are appropriate for different kinds of data. It is not

just a matter of whether the data are collected on an interval or ratio scale but

also of how they are distributed, for example, whether a normal distribution

can be assumed. There are other issues too such as whether the data are

repeated measurements on individuals or a comparison between two differ-

ent groups of patients. As well as testing to see if there is a difference between

two distributions, we sometimes want to test other kinds of hypotheses, for

example, to determine if there is a correlation between two sets of measure-

ments, or to determine – a similar but different notion – to what extent two

sets of measurements agree. (Note: A statistical test of correlation is a test of

the hypothesis that there is a relation between the measurements of two

distinct properties: e.g. blood pressure and alcohol consumption; a measure-

ment of agreement is a comparison of two attempts to measure the same

properties. Researchers often test the statistical significance of a correlation, to

determine the confidence with which it can be said that the detected associ-

ation is not a random alignment of data points. It does not make sense to ask

the same question about agreement, so although there is a statistical measure

of agreement, there is not a statistical test of agreement. The extent to which

the obtained agreement in a study is better than chance is calculated using a

statistic called Kappa. It is not, however, easy to establish a significance point

or a p value from this statistic.)

Test statistics
It would not be appropriate to provide a comprehensive survey of the variety

of test statistics that are used in medical research. There are numerous

excellent textbooks to which the interested reader can refer2. In the above

account of how a confidence interval could be calculated, reference was made

to the idea of a sampling distribution, which was said to take the form of a

normal distribution for large sample sizes. Many test statistics are interpreted

with reference to the statistic’s distribution. Here I give a short summary of

two, the t test, based on the t distribution and the Chi squared test, based on

the Chi squared distribution. There are other tests that can be used

in situations where the parameters of the sampling distribution are not

known or cannot be estimated. These are often called non-parametric tests.

The t test

In describing the account of confidence intervals, I noted that for large

samples from a population, the distribution of sample means forms a normal

distribution about the population mean. For small samples, the distribution

takes a slightly different form called the t distribution. The shape of the

t distribution is determined by a single parameter, the number of ‘degrees of

freedom’, roughly speaking the sample size of the study minus number of

groups in the analysis. There are a number of statistical tests that use this

distribution. Consider a clinical trial using interval or ratio data obtained from
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two independent samples (e.g. a control group and an intervention group)

where the hypothesis is that there is a difference between the means; a form

of the t test can be used, for which the test statistic is the difference between

the two means divided by the SE of the difference between the two means.

The obtained value of the test statistic is then tested against the distribution of

t with n� 2 degrees of freedom where n is the sum of the sample sizes in the

two samples, to determine the p value.

Chi squared test

Consider a different kind of experiment, one in which the data can usefully

be summarised in a table. Consider, for example, a set of r categories that

relate to social class and a set of c categories that relate to access to the Internet

summarised in a table with r rows and c columns. Imagine that the null

hypothesis is that there is no association between social class and Internet

access. The appropriate test statistic for such an experiment would be the Chi

squared statistic:

�2 ¼
X (O� E)2

E

where O is the observed frequency in a cell, and E the expected frequency.

The expected frequency of a cell in the ith row and jth column is estimated

as the product of the total for row i and the total for column j, divided by

the total for the table as a whole. The obtained value for the test statistic is

then tested against the distribution of Chi squared to determine the probabil-

ity that these data would be obtained if the null hypothesis were true, a

probability that gives us a p value for the experiment. The Chi squared

distribution has a very different shape to the normal distribution. If � is

normally distributed, �2 has a Chi squared distribution. If we have a set of

N independent variables, each of which is normally distributed, the sum

of the squares of each will be a Chi squared distribution with N degrees of

freedom.

Correlation, regression and discriminant analysis

In the above example, the experiment involved testing for an association

between two properties measured using categorical data. Where the experi-

ment uses interval or ratio data, the degree of association between the

categories can be tested using a measure of correlation. If both the variables

are normally distributed, a plot of one against the other will result in a set of

points, the scatter of which can be roughly described as an ellipse. The more

the ellipse tends to a circle, the less likely it is that there is any association

between the two variables, and the more it tends to a straight line, the more

likely it is that there is an association. A measure of correlation, such as

Pearson’s correlation coefficient measures the degree of scatter around the

underlying linear trend. A confidence interval and a p value can be calculated
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for the correlation coefficient allowing it to be used to test a hypothesis, for

example, that there is an association between two quantities.

Where an association does exist between two quantities, it is possible, as

described in Chapter 3, to use the association to predict a value for one

quantity (the output value) given a value for the other (the input value).

The statistical technique for this is called regression. Both correlation

and regression involve identifying an underlying relationship between a set

of points. A measure of correlation provides a test of the strength of associ-

ation between two quantities, whereas regression provides a mathematical

description of the association. This generally also provides a test of the

strength of association; regression is therefore a more powerful technique.

The simplest form of regression is linear regression, which is used to

identify the straight line that, in some sense, best captures the association

between a set of points. A common approach is to find the straight line that

minimises the average vertical distance of a point from the line. (Note: An

alternative approach would be to use the perpendicular distances of each

point from the line, but this would make the result dependent on the choice

of scales for the two axes.) Once the regression line has been determined, it is

easy to predict, for a given value of the input variable, an estimate of the

output value. A statistical analysis of the scatter of points around the line will

also allow the calculation of the confidence interval for that estimate.

A more complex variant of the technique is multiple regression, which

attempts to describe the association between an output variable and a set of

input variables. This can be performed using a stepwise approach in which

each of the input variables is tested in turn to identify the one whose addition

to the regression equation will most improve its capacity to ‘explain’ the data.

A significance test is generally used to determine when it is no longer appro-

priate to keep adding input variables. A special form of multiple regression is

non-linear regression, which is used to capture a non-linear association

between the input and output variables. For example, if the association is

best described by a quadratic curve, the equation of the regression line will

take the form:

Y ¼ aþ bX þ cX2

This can be determined using a multiple regression techniques with X and X2

as the input variables. The final variant of the technique is that mentioned in

Chapter 3 that deals with categorical rather than continuous data. Instead of

computing the output variable, a transformation of the output variable that

has the appropriate mathematical form is computed.

Another statistical technique that involves finding a line through a set of

data points is discriminant analysis. The aim here, however, is to find the line

that best separates two classes of points.

Regression and discriminant analyses are complex statistical techniques,

and it is not possible here to give more than a brief sketch of what they
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involve. They are, however, both extremely important to the theme of this

book because they can be considered as learning algorithms. That is to say

that they are used to analyse data from a set of example cases from which

they derive a rule that can be applied to new cases. They induce a general

principle from a set of examples. In the next section I consider a set of

techniques, most developed from work in computer science rather than

statistics, that allow computers to learn from experience.

Machine learning

The machine learning problem can be summarised in the following diagram,

adapted from Vapnik3 (Figure 11.1). There is some system that is under

investigation. Data that are fed into the system are the input vectors (the

term vector here just means a set of numbers), and data that are observed are

the system’s output vectors. There is some form of association between the

two. The output might be a function of the input or there might only be a

probabilistic association between the two, so that the output is a function of a

conditional dependency of the input. Either way, there is some association

between the two. The problem in machine learning is either (1) to identify

the function that, in the system under investigation, generates the output, or

(2) to identify a function that will, given the same inputs as the system,

generate the same outputs, i.e. that will adequately simulate the behaviour

of the system. We are here generally concerned with (2).

All this sounds very abstract. Consider a concrete example. We have a set of

digital mammograms (breast X-rays) on which microcalcifications (traces of

calcium salts) are visible. On some images, but only on some, the microcalci-

fications are caused by cancer. Some properties of the microcalcifications

(branching shape, clustered distribution) are associated with a malignant

interpretation; others are indicative of a benign cause. There is, however,

no hard and fast rule to allow us to classify them. Might a computer be able to

analyse the images, or measurements made from the images, and learn to

classify calcifications correctly? The image data (or measurements made from

Output9

Output
System

Learning program

Input

Figure 11.1 The machine learning problem.
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the images) would be the input vectors. The output would be the classifica-

tion (benign or malignant). This is an example of the simplest form of

machine learning: pattern recognition. Imagine a two-dimensional plot of

the data (with some measure of shape on one axis and a measure of clustering

on the other); the output of the learning programme will be a function (not

necessarily a straight line) that divides the benign from malignant cases.

If a program were trained to classify benign and malignant calcifications,

that in itself might be useful. The resulting software, if sufficiently reliable,

could be put to some clinical use. It might also be the case, depending on the

approach we take to machine learning, that the rule used by the computer

might tell us something about the microcalcifications that we did not already

know. The rule learnt by the computer has been inferred inductively and it is

as fallible as any other inductive inference. Any approach to inductive learn-

ing, however, is inevitably vulnerable to the possibility that the data used in

the learning phase are not an adequate preparation for its subsequent use. If,

in the above example, the images do not contain examples of all the possible

forms of calcification, the rule induced from them will prove hopelessly

inadequate. The following sections consider some approaches to machine

learning, focusing particularly on classifiers.

Neural networks

The human brain is made up of cells called neurons. A neuron can be in

one of two states: firing (transmitting impulses) or not firing. Neurons seem

to function by aggregating impulses received from other neurons and, if

the result passes some threshold, changing their state. Each neuron can

be considered as having many inputs and a single output. It seems

likely that when we learn, something is altered in the chemistry that

controls the transmission of impulses between a pair of neurons so that

the weights attached to certain inputs are altered, potentially changing the

output.

Perceptrons

One approach to machine learning is to build computer systems that mimic

this form of learning. For obvious reasons they are generally known as neural

nets. The simplest form of neural net was devised by Minsky and Papert who

coined the term perceptron4. A perceptron, as shown in Figure 11.2, has a set

of inputs, each of which is assigned an inital weight. If the sum of the

weighted inputs is greater than some threshold, the output is 1, otherwise it

is 0. The perceptron is trained using a set of examples for which the correct

classification is known. The process involves, for each example, calculating

the sum of the weighted input values, seeing how the example is classified

and, if it is not classified correctly, adjusting the weights. The process con-

tinues until all examples are classified correctly. Each of the possible combin-

ations of weights is a hypothetical decision rule. The training is a search of the

hypothesis space for a combination of weights that minimises a measure of
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‘training error’. A common measure of the ‘training error’ associated with a

set of weights E(w) is

E(w) ¼ 1=2 �(td � od)
2

where od is the system’s response to example d but td would be the correct, or

target, response, the output. Assume for the moment that there is no thresh-

olding step, and that the output of the perceptron is the sum of the weighted

inputs. Perceptrons can be trained using an algorithm known as gradient

descent. Imagine a system with just two inputs and hence just two weights

w0 and w1. The hypothesis space is the w0, w1 plane. For each point in the

plane one can compute a measure of E. These measurements form a surface.

Although the shape of the surface will depend on the particular set of training

examples, it will always be a paraboloid, having a unique minimum value.

Gradient descent works by computing, for each training example, the gradi-

ent of E. At each step in the training the weights can then be modified so as to

produce the steepest descent across the error surface, a descent that is guar-

anteed – in a parabola – to end at a global minimum, representing the

optimum selection of weights.

Perceptrons can be trained to classify any linearly separable data-set. A set

of example cases is linearly separable if the cases can be correctly classified by

a single hyperplane. This is significant restriction. Figure 11.3 shows a two-

dimensional data-set with just four examples but that is not linearly separ-

able. (Note: A hyperplane is an n-dimensional surface. If the problem has

only two inputs and can be presented in two dimensions, the data-set is

linearly separable if the required classification can be made by drawing a

straight line between the set of points. If there are three inputs, the data items

are arranged in three dimensions and our linear separator will be a flat

Σw1v1+w2v2 … wnvn

….

v1 w1

v2 w2

v3 w3

vn wn

Σ

If 
Σw1v1+w2v2 … wnvn > t

then
 o = 1
else 
 o = −1

Figure 11.2 A single-layer perceptron.
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surface.) Multilayer perceptrons, neural nets that include at least one ‘hidden

layer’ of neurons between the input and output nodes, can capture non-

linear decision rules and, since they can have more than one output node,

can capture multiway classifications.

Multilayer neural nets

Multilayer neural nets operate in an analogous way to perceptrons. There are

two key differences. The output of each node is determined by a slight

smoothing of the thresholding operation used in perceptrons, and, as

shown in Figure 11.4, there is at least one ‘hidden layer’ between the input

and output layers. The learning algorithm used is a modification of the

gradient descent approach called back propagation. Each of the nodes in the

input and the hidden layers is assigned an initial random weight. For each of

the examples in the training set, the input values are used to generate output

values that are propagated through the network. An error term is then

calculated for each of the output and each of the hidden nodes. The error of

a hidden unit is the weighted sum of the error terms for all the output nodes

that it influences. The weight at each node in the network is then adjusted

according to the learning rate (the step size used in calculating the gradient),

the input value and the error in the output.

Size

Clustering

Figure 11.3 A simple data-set that is not linearly separable. Imagine that

microcalcifications are detected on four mammograms (breast X-rays) and their size

and degree of clustering are both measured. In two cases they are associated with

cancer (shown as circles above) and in two cases they prove benign. If the data points

fall as they do above, no linear classifier taking these cases as inputs would be able to

learn a rule that would separate benign from malignant microcalcifications.
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One of the problems with multilayer neural networks is that the error

surface does not have the simple paraboloid shape it had for perceptrons. It

can have many local minima, with the consequence that the gradient descent

function is not guaranteed to find the optimal classification rule. Compared to

other statistical approaches to machine learning neural networks have other

disadvantages: the convergence of the gradient descent method is slow, and

the learning rate has to be determined empirically. Advocates of other ap-

proaches to machine learning regard neural networks as poorly controlled;

nevertheless, they are popular and have proved successful in a wide variety of

applications5.

Other approaches to pattern recognition

There are a number of other approaches that use machine learning to induce

a decision rule. A common one is ‘k nearest neighbours’ in which a new

example is classified on the basis of a vote taken by the k nearest neighbours

in feature space, where k is chosen by the user. To go back to the micro-

calcifications example, we must use data about the shape and clustering to

classify images of microcalfications as benign or malignant. If we have a set of

microcalcifications with known classification and we want to classify a new

image, we plot shape against clustering for all the images; if we choose a value

of 5 for k, we identify the five points nearest to the new image, and if more

than three of them are benign, we classify the new image as benign, other-

wise we classify it as malignant.

Another approach to learning uses what are known as genetic algorithms.

These work by analogy with evolution. The technique involves creating a set

v5

o2

o1

….

v1

v2

v3

v4

Figure 11.4 A multilayer neural net.
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of potential solutions, e.g. hypothesised decision rules, and subjecting them to

the processes involved in natural selection. There has to be a step in which

‘genes’ from different solutions are separated and recombined, as happens in

mammalian reproduction. This step can also allow for small mutations to

arise. There has also to be a step in which the ‘fitness’ of the various solutions

is tested, to ensure that better approximations to the optimal solution are

more likely to survive.

Two further approaches are worth mentioning since they build on ideas

that were discussed in Chapter 10, Bayes nets and Markov models.

Learning with Bayes nets

In Chapter 10, I explained how to use Bayesian networks to model causal

relationships in a domain, and showed how this approach made probabilistic

calculations involving many different factors tractable. One of the problems

with Bayesian networks is that very often not all the information required to

build the model is available. A great deal of research has gone into developing

techniques for learning Bayesian networks from a set of initial data. There are

different aspects to this. The two main issues are: revising the conditional

probabilities between nodes and revising the structure of the network, and

adding or removing links between nodes.

Consider the first problem in the context of the Bayesian network in Figure

11.56. The nodes are arranged in four layers representing the risk factors,

diseases, actual symptoms and reported observations. Note the causal con-

nections between nodes in the different layers. Before the network can be

used to calculate probabilities, conditional probabilities have to be entered

describing how the states of each of the nodes depend on those of each of the

parent nodes. In Chapter 10, those probabilities were taken to be fixed. Here

we consider that the initial data used to build the model are sampled from a

population and we take the initial estimates of the conditional probabilities to

be prior probabilities that are then updated as new data is analysed with the

model. The priors are generally modelled not as point estimates but as

distributions in which the mean of the distribution represents our best

guess and the variance is a measure of the uncertainty. The data can then

be used to give a revised or ‘maximum a posteriori’ estimate of the condi-

tional probability. This works well if we can assume that we have complete

data and that the model parameters are conditionally independent. Learning

a new network structure is a less tractable problem since the number of

possible models is an exponential function of the number of nodes. One

approach is to limit the search to a manageable number of ‘good’ models.

Hidden Markov models

A Markov model, as described in Chapter 10, consists of a set of states and

a matrix of probabilities for transitions between states. In a hidden Markov

model there is another element: the output sequence7. This is drawn from

a set of observable data items. There is also another matrix of probabilities
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that indicates how likely each of the observable data items is in each of the

states. In a hiddenMarkovmodel, we observe the output sequence but not the

state transitions. There are a variety of ways inwhich suchmodels can be used.

A commonway is to attempt to predict the internal operation of some systemof

which we have partial knowledge. One algorithm, the Viterbi algorithm,

allows the user to infer which of the possible sequences of states is most likely

given an observed output sequence and prior knowledge of both the matrices

of probabilities in the model. Another, the Baum–Welch algorithm is used to

infer, from a given output sequence, the most likely probabilities.

Issues in machine learning

This chapter provides only the skimpiest of introductions to a difficult and

rapidly changing field. From the perspective of a student in health informatics
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Figure 11.5 A four-layer Bayesian belief network in which risk factors (birth asphyxia

and age) influence the likelihood of diseases, which in turn influence actual

symptoms, which in turn influence reported symptoms. Adapted from [6].
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the principal lesson is that there is a wide variety of computational techniques

by which new knowledge can be inferred from the analysis of data. It is worth

pointing out some of the common themes that link these approaches. The

idea, introduced in the discussion of perceptrons, that a decision rule can be

considered as a surface in a feature space is a completely general one. Many of

the methods considered can be viewed as attempts to search a hypothesis

space that consists of all the possible decision rules, with the aim of minim-

ising some measure of learning error. They are attempts to find an optimal

solution to a problem with potentially many solutions (such problems are

sometimes called ill-posed problems).

One of the difficulties in machine learning is that, if the search for a

solution is unconstrained, the identified decision rule will ‘overfit’ the train-

ing data. If there is no limit on the complexity of the permitted decision

surface, it will be too precisely moulded around the data points in the training

set, which will lead to unpredictable consequences when it is tested against

new data. In jargon of the field, it will fail to generalise. One approach to this

is to apply some form of Ockham’s Razor. This is a principle, traditionally

attributed to a fourteenth-century English monk, William of Ockham, who

wrote: ‘Pluralitas non est ponenda sine necessitate’, which translates into

English as ‘Plurality should not be posited without necessity’8. For our pur-

poses, the idea is that there has to be some additional cost associated with

increasing the complexity of the decision rule.

One of the most exciting recent developments in machine learning is an

approach that incorporates a measure of the richness or flexibility of a

decision rule. The measure is known as the capacity of the rule or, more

technically, as its Vapnik–Chervonenkis dimension and it is used in support

vector machines9.

Support vector machines

Single-layer perceptrons can learn a linear decision rule: they canonly separate

points that lie on either side of a hyperplane. Support vector machines are a

more refined form of linear classifiers that manage to avoid some of the

problems associated with neural nets while finessing the limitation that the

decision rule be a hyperplane. Much of the mathematics behind the method is

beyond the scope of this book but a few points are worth making.

The first is that the basic idea in support vector machines is to identify the

hyperplane that maximises the margin between the two sets to be classified.

The margin is defined as the distance between the hyperplane and the points

lying closest to it on either side. These points are referred to as the support

vectors for the hyperplane. The other points in the training set play no part in

the constraint and are irrelevant to the classification task. The choice of the

maximum margin hyperplane as a classifier is motivated by a result from

statistical learning theory, which identifies a lower bound on the likelihood

that a decision rule learnt from these examples will fail to generalise to future

examples10.
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The technique used in support vector machines to generalise from linear to

non-linear decision rules is known as the kernel trick. The idea is to map from

the original feature space into a higher-dimensional feature space. This in-

creases the likelihood that a hyperplane will be found that can separate the

examples in the data-set. Imagine a two-dimensional data-set that is not

linearly separable, think of the points as if printed on a page. Imagine pulling

the points off the page, as if they were connected to it by different lengths of

elastic. The points are now scattered across a third dimension; perhaps a

separating plane might be found that takes advantage of this extra scattering.

The kernel trick does not guarantee that all the examples will be classified

correctly; the aim in support vector machines is to find the optimal classifier

but does not guarantee a perfect one. The extra dimensionality makes the

required computations more costly but the cost can be contained if the

mapping is well chosen.

Support vector machines are a relatively recent arrival, at least in terms of

the application to machine learning problems, but they have proved ex-

tremely powerful and are likely to be used more and more frequently in

applications involving learning from large and complex data-sets.

Data mining

The use of medical data in experiments, in tests of predefined hypotheses, is

completely routine for researchers across all the various clinical specialities

and indeed the life sciences. Yet only a tiny proportion of patients are ever

enrolled in clinical trials. What might be learnt from data about other patients

who are not recruited into such experiments, from an analysis of the data that

the NHS collects routinely as part of the process of caring for its patients?

When a researcher gets access to a large data-set, there is always a temptation

to run a variety of statistical tests of different kinds and ‘see what comes up’.

The probabilistic nature of such tests means that if you run enough of them,

eventually something will probably come up and when it does it may look

like a pretty striking result, even though it is just a statistical artefact. A very

different approach is to attempt to induce new knowledge from the data. This

approach is called ‘data mining’ or knowledge discovery in databases.

Data mining is a similar but slightly different notion to machine learning.

Data mining is a specific application area in which a variety of algorithms are

applied, some but not all of which are drawn from machine learning. The

issues in data mining are often a little different from those in typical machine

learning applications, for example, the data-sets tend to be larger, and also

somewhat messier; data mining is an applied field and therefore has to deal

with the problems of real-life data-sets with incomplete or noisy data.

In addition to Bayesian classifiers, neural networks and support vector

machines, statistical techniques for testing describing association are used.

Data mining also makes use of other techniques, for example, for identifying

clusters in data. One common approach is the k-means classifier, which
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groups a data-set into a number of clusters (usually a predefined number).

The algorithm, which is yet another optimisation algorithm, seeks the min-

imum value for a cost function based on the mean distance between each

data point and the centroid of the cluster to which it belongs. A common

variant of the technique uses a fuzzy membership function to allow data

points to belong to more than one cluster.

Data mining in pharmacovigilance

A major new clinical application area for data mining is pharmacovigilance.

Adverse drug events are estimated to account for 5% of hospital admissions,

28% of emergency department visits and 5% of hospital deaths. Although the

regulatory environment requires that new drugs undergo rigorous trials

before they can be brought to market, post-marketing surveillance of drugs

is crucial for the detection of harmful effects, which are only revealed after

prolonged use, or when taken by patients in particular risk groups. The

reporting mechanisms for adverse drug events have led to the creation of a

variety of databases that can be used for data mining. These databases include

spontaneous reporting databases, such as the UK Yellow Card scheme, mon-

itoring schemes that collect high-quality data for select groups of patients

exposed to new drugs, large linked administrative databases and electronic

medical records11.

A retrospective study by the US regulatory authority, the Food and Drug

Administration (FDA), suggested that a Bayesian statistical analysis of their

adverse drug event reporting database would have identified 20 out of 30

known classes of adverse drug events 1–5 years before their detection by

existing methods. Hauben and Reich compared the FDA’s Bayesian approach

with another test of disproportionality, the proportional reporting ratio

(PRR); they analysed data from the FDA to look for associations with pan-

creatitis and report that PRR identified 15 out of 16 previously recorded

associations12. Interestingly, however, they note that the importance of

sound clinical, pharmacological and epidemiological judgement is not dimin-

ished by the advent of these techniques, and that they are not yet at a point

where they can be used in isolation. Over-reliance on data mining may be

hazardous, since signal scores based on small numbers of events may

be missed; also alerts may be generated that would readily be dismissed by

a clinical review of the relevant cases.

Conclusion

This chapter provides a very brief introduction to a variety of approaches that

can be used to derive new knowledge from patient data. This includes the

broad and complex field of medical statistics and the more recent, and rapidly

changing, fields of machine learning and data mining.

These techniques, especially the newer techniques of data mining and

machine learning, are being used to great effect by bioinformaticians,
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uncovering some of the secrets hidden in the vast amounts of data generated

by experiments in molecular biology. Machine learning and data mining

techniques are also being used to analyse clinical data. A recent review of

Bayesian networks identified applications in diagnosis, prognosis and treat-

ment selection13. Examples of other applications include training Bayesian

networks to identify patients having a low pre-test probability of venous

thromboembolism, support vector machines for analysing statistical differ-

ences in anatomical shape and using neural networks in the derivation of

staging criteria for cancer14,15,16.

As the developments discussed in earlier chapters – controlled clinical

terminologies, the use of ontologies and well-defined standards – progress,

they will improve the quality and availability of data, which in turn will

enhance and extend the scope for applying machine learning and data

mining. These techniques will help identify new hypotheses from large

data-sets and allow software to be designed for tasks that cannot be com-

pletely specified. They should not be overused, however. Better hypotheses

will often be generated from a thoughtful inspection of data by an expert.

Software based on a sound understanding of the relevant domain may

well outperform classifiers trained in using machine learning techniques.

The arguments are similar to those rehearsed at the end of Chapter 10.

Machine learning approaches can extract information that a human being

would never be able to detect in the data, but they can be led astray. It is

often possible to get a ‘quick win’ by applying a neural network classifier

to a problem, but it is better in the long run to tackle it by trying to

understand the real underlying differences that should be used to classify

the data.
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Part 3
Achieving Change





CHAP T E R 1 2

Information technology and
organisational transformation

In 2001 the US Institute of Medicine (IOM) produced a report on the quality

of health care in the USA1. Its authors concluded that between the quality of

health care the USA had and that which it could and should have lay not a

gap but a chasm. Four factors were said to have created this situation: the lag

between progress in medical research and change in medical practice, that the

system was chiefly organised for the delivery of acute care when the bulk of

the demand was for the management of chronic conditions, inadequate use of

IT and, finally, payment schemes that provided little or no incentive to

improve quality. Since the report said the system was comprehensively

broken and, further, that this was so in part because insufficient attention

had been paid to IT, an argument might be made that a radical restructuring

was required and that it should give IT a central role.

By the end of the 1980s, IT had dramatically altered the context within

which many businesses were operating, with the result that IT was, when the

IOM report came out, at the heart of thinking about business strategy and

organisational transformation. Instead of using IT to make incremental im-

provements in existing ways of doing things, senior managers in corporations

and businesses were encouraged to see the potential for transformational

change. Writers on IT strategy argued that, instead of commissioning a new

IT system to support the organisation, so that the latter served as a constraint

on the former, it was better to redesign the business in order to fully exploit

the capabilities of the available IT, so that the IT determined the shape of the

organisation, not vice versa2.

Businesses exist within networks of suppliers, buyers and intermediaries.

Some of the opportunities for organisational transformation, therefore, will

lie not within the boundaries of an organisation but in the surrounding

network. Companies have traditionally exploited such opportunities through

processes of vertical or horizontal integration. A vertically integrated com-

pany is one that combines business units at all stages of the process of

production, for example, a media company that owns film studios, produc-

tion facilities, distributors and cinemas or video outlets. A horizontally inte-

grated company is one that increases its effectiveness by fulfilling the same

function in different markets: e.g. a retailer that sells food and furniture as

well as clothes. Networking IT systems makes it possible for businesses to
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achieve a level of functional integration while remaining distinct entities.

One approach is to develop close relationships with partner organisations;

another is to develop a standard IT infrastructure across all participants. These

kinds of integration can take place at a variety of levels: automation of

transactions, sharing of data across organisational boundaries, integration of

processes and the sharing of specialised skills and knowledge.

The different forms of IT-induced transformation discussed above could be

applied to health care at the start of the twenty-first century. There is sub-

stantial scope for the redesign of business processes within organisations and

for a rethinking of the way in which networks of different organisations

collaborate in the delivery of care. Many of the transactions that take place

between health care organisations are now automated. For example, the

results of tests carried out in hospital pathology labs are automatically down-

loaded to GP surgeries. The proposed electronic health care records will allow

patient data to be shared between primary and secondary care organisations.

Electronic booking, being implemented in the NHS at the time of writing, is a

good example of the integration of business processes across organisational

boundaries. Many of the initiatives described in the preceding chapters –

SNOMED CT, openEHR, HL7, DICOM – can be seen as laying the foundations

for levels of integration that will make possible different ways of organising

the delivery of health care.

There ought, therefore, to be considerable potential for IT to drive the

transformation of health care organisations. However, the literature on

ways of achieving organisational change in the public sector suggests that

radical revolutionary change is incompatible with the culture and traditions

of health care organisations, such as those that make up the NHS. McNulty

and Ferlie made an influential contribution to that literature with a detailed

account of attempts to apply ‘business process reengineering’ in the NHS3.

Business process reengineering in the NHS

These ideas about IT-induced organisational transformation formed a prom-

inent part of a larger movement towards advocating the ‘fundamental re-

thinking and radical redesign of business processes to achieve dramatic

improvements in critical contemporary measures of performance such as

cost, quality, service and speed’. A series of publications in the 1990s advo-

cated the abolition of traditional departmental boundaries and a reorganisa-

tion around core business processes. The approach became known as

‘business process reengineering’ and was first applied in the US manufactur-

ing sector but was rapidly adopted by managers in Europe and in the public

sector. It is generally understood to include the following elements:
. a fresh start, radical holistic change that disregards existing ways of working;
. a top-down approach, relying heavily on individual leadership;
. a structure of teams and committees dedicated to reengineering;
. a focus on a small number of essential processes through which the work of

the organisation is carried out.
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These ideas arrived in the UK at a time when a new management culture was

taking root in public sector organisations, such as the NHS. Public sector

organisations were becoming more autonomous and managers were encour-

aged to become more entrepreneurial. A level of competition was introduced,

with organisations such as NHS Trusts operating more like commercial

businesses, and greater use was made of efficiency targets to achieve improve-

ments in productivity. One trust, Leicester Royal Infirmary (LRI), having

been involved in a quality improvement initiative through which services

in neurology and hearing were successfully redesigned to reduced waiting

times became, in 1994, a national pilot site for ‘reengineering’.

McNulty and Ferlie present six case studies of attempts to apply reengineer-

ing at LRI: patients attending A&E with minor injuries, patients admitted with

fractured neck of femur, elective surgery within gynaecology, outpatient ser-

vices in gynaecology, elective surgery in ENT and outpatient services in gas-

troenterology. To get a flavour of the kind of work that was carried out and the

degree of success achieved, consider two initiatives from the first case study:

Nurse-ordered X-rays. Data collected by the reengineering team revealed

that the biggest delay for patients attending A&E with minor injuries

was waiting for a doctor to order an X-ray. Of all ‘walking wounded’

patients 40% required an X-ray and 80% of those were for minor

injuries below the knee or elbow. The team therefore proposed that,

for certain patients, X-rays be ordered by nurses of appropriate grades.

This would reduce the initial wait and reduce the number of consulta-

tions medical staff had to perform.

Nurses carrying out simple treatments. It was accepted practice that all A&E

patients were seen by a doctor. The reengineers argued that 20% of

patients could be treated by the triage nurse without getting into the

queue.

These initiatives were slow to take off. The protocols intended to guide the

ordering of X-rays took time to develop. It took 2 years to train even 75% of

the nurses so that they were able to order X-rays and carry out simple

treatments. After 2 years it was found that 56% of ‘walking wounded’

patients were having X-rays and nurses were ordering 78% of them; how-

ever, only 7.8% of patients were receiving simple treatments at triage. None

of the performance targets was met and there was no evidence that waiting

times were improved. It turned out that the A&E department was a difficult

environment in which to achieve change. The department had a problem

recruiting and retaining nursing staff, space was limited and the staff were not

receptive to ideas for change. McNulty and Ferlie include many telling quotes

from interviews with staff who clearly felt that the reengineers did not have

an adequate understanding or experience of A&E work.

Some of the other initiatives were more successful, but the broad

picture that emerges is, however, that rapid organisational change is hard to
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achieve. One of the interesting conclusions of the work is that although busi-

ness process reengineering encourages managers to start afresh and disregard

existing ways of working, much of what was done was determined by the

existing organisational structures. The new ‘process-based thinking’ did not

break down the traditional structure of directorates and clinical services.

McNulty and Ferlie list five further categories of factors that they argue

explain the variation in impact of the various process reengineering initia-

tives. These deal with the organisation and management of the programme,

the presence of a receptive context for change, the scope and complexity of

the patient processes, the approach to change and the availability of re-

sources. A clear overall conclusion, however, would be that top-down, ex-

ternally imposed, radical change is unlikely to succeed in organisations like

NHS Trusts.

Organisational change

The history of health informatics, as we have seen, includes many examples

of promising innovations that have failed to have the anticipated impact. One

possible cause is that the technology requires some kind of organisational

transformation before the benefits can be achieved and that this kind of

radical change is hard to effect in health care, for reasons that are to do

with the kinds of organisation through which health care is delivered.

What, then, can be achieved?

The topic of ‘organisational change’ has attracted a great deal of attention in

recent decades, and a number of theories and approaches have been pro-

posed. The literature in this area is difficult to review. Inevitably the inter-

ventions being studied are complex and many competing explanations could

be offered for the success or failure of any ‘change project’. It would be hard

to conduct an RCT to establish whether one approach (e.g. business process

reengineering) is better than any other. Iles and Sutherland present a useful

summary, for health care managers and researchers, of approaches to organ-

isational change with a review of the relevant literature4.

They identify a large number of theories and frameworks, which they

review under four headings:

. How can we understand complexity, interdependence and fragmenta

tion?
. Why do we need change?
. Who and what can change?
. How can we make change happen?

Among the approaches to understanding complexity identified by Iles and

Sutherland, there are a number that attempt to model processes. Only one

approach is listed under the heading ‘Why do we need change?’, and that is

the well-known technique of SWOT analysis, by which an organisation
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examines its Strengths, Weaknesses, Opportunities and Threats in an attempt

to identify a mismatch between what it is doing and what it ought to be

doing. Business process reengineering is discussed under the heading ‘Who

and what can change’ as are a number of similar approaches to achieving

‘organisation-level’ change and also approaches to group- and individual-

level change. There are four approaches that specifically address the question

of ‘how can we make change happen?’: organisational development, organ-

isational learning, action research and project management.

Organisational development

Organisational development is defined as ‘a set of behavioural science–based

theories, values, strategies and techniques aimed at the planned change of

organisational work setting for the purpose of enhancing individual develop-

ment and improving organisational performance through the alteration of

organisational members’ on-the-job behaviours’. Given the broad scope of the

definition, it can be seen as an umbrella term for a wide variety of approaches.

For example, improvement in the performance of an organisation can be

achieved by improving the performance of the individuals that make up the

organisation, but this may be achieved through a variety of changes, many of

which alter the organisational setting: changing the organising arrangements,

goals strategies or procedures, changing social factors such as the manage-

ment style or social networks, changing the physical setting or the technology

or work practices.

The practitioners of organisational development help their clients manage

change in a variety of ways: assessing the need for change, designing the plan

for change, helping others adapt to change and dealing with resistance to

change. Iles and Sutherland cite several reviews that suggest that organisa-

tional development has, on the whole, proved effective as an approach to

producing positive change.

Organisational learning
Organisations can transform themselves by using knowledge to change and

improve. The process of learning can be adaptive, or single-loop learning, in

which incremental change is carried out to narrow the gap between goals and

outcomes. The proponents of organisational learning argue that this single-

loop learning can be dysfunctional since it reinforces the assumptions under-

lying the status quo. Second loop, or generative learning, which challenges

the conditions within which single-loop learning operates is advocated as a

way of achieving transformational change. A third level of learning, learning

how to learn, is directed at the learning process itself.

Iles and Sutherland identify little evidence of the impact of organisational

learning in practice but note that the approach is becoming more popular

with many organisations attempting to follow a model set out for learning

organisations, developing structures that encourage innovation.
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Action research

The concept of action research dates from the 1940s. The approach is

defined in opposition to traditional empirical research in which the re-

searcher attempts to maintain an objective stance and not to intervene

in the situation being studied. In contrast, the action researcher engages

with the situation and seeks to be involved in decisions about how to

remedy problems. Action research, therefore, involves collecting data

about a situation or a system, identifying a problem, taking action to alter

the situation and collecting new data to assess the impact of the action. An

important aspect of the approach is that the members or staff of the organ-

isation should be active participants in the research and in the action; that

they should be involved in articulating the problem, planning the interven-

tion and taking it forward. The approach has been widely applied and the

literature reviewed by Iles and Sutherland includes a number of examples of

its successful application.

Project management

There is a well-established definition of a project, involving a number of

features. A project is generally understood to have a specified goal, it is

something that is carried out once and it has limited duration. A project

normally has a manager who has a set of resources: money, people and

materials with which to achieve the project goal. Not all change interventions

meet this definition, not all change is achieved through the completion of

well-defined projects. Where the intervention can be viewed as a project the

principles of project management can be applied. The science of project

management is now relatively mature and a number of well-established

tools exist to help project managers including Gantt charts, milestone plans,

critical path analysis and risk matrices. The NHS has used a project manage-

ment methodology known as Projects in Controlled Environments (PRINCE)

for a number of years.

PRINCE is a project management method, which was first developed by the

Central Computer and Telecommunications Agency (CCTA), and is now, in

its current incarnation of PRINCE2, the UK Government’s de facto standard

for project management in IT5.

The PRINCE2 methodology describes a set of eight processes: (1) starting up

a project; (2) initiating a project; (3) controlling a stage; (4) managing product

delivery; (5) managing stage boundaries; (6) closing a project; (7) directing a

project; and (8) planning. Each process is made up of a set of activities, each of

which is described in a fairly schematic way with a set of inputs and outputs

as well as a statement of objectives, an indication of who should be respon-

sible and some guidance on how the activity might be accomplished. A key

element in PRINCE2 is the business case, which is not just used to justify the

initiation of the project but which also plays a role as a working document

throughout the life of the project.
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Perspectives on organisational change

PRINCE2 is a straightforward and practical tool designed to help managers

accomplish a certain set of tasks, those associated with running projects. The

other approaches to change management are, to a greater or a lesser extent,

also intended as guides for managers, techniques to help those responsible for

running organisations to achieve the changes that they, or their masters,

perceive to be necessary. Iles and Sutherland set out to provide a practical

guide for working managers. The focus is inevitably on planned, ‘program-

matic’ approaches to change. If one accepts McNulty and Ferlie’s conclusions,

however, it could be argued that the change on the scale demanded by the

IOM cannot be accomplished ‘top-down’ by managers. Other writers have

looked at other perspectives on change. Bate et al. ask whether the theories

that social and political scientists have used to understand movements for

social change might have some application here6. The idea is that the kind of

‘grass-roots’ movements that have successfully effected change in political

and environmental campaigns might be able to succeed where the old ap-

proaches to reform of health care organisations have often failed. Rather than

managers attempting to push through traditional programmes of change,

they might seek to foster informal ‘communities of practice’ through which

individuals can work together to achieve ends that they identify for them-

selves.

The spread of innovation

The same authors contributed to a systematic review of the literature dealing

with a related question: the spread of innovation7. They distinguish between

the formal, planned dissemination of innovation (new behaviours, tech-

niques, ways of working aimed at improving outcomes, efficiency, effective-

ness or users’ experience) and the diffusion of such innovations through a

more complex, organic process that emerges from people’s responses to their

local situation. They summarise their findings in a complex model that

identifies a great many different factors that can help or hinder the spread

of an innovation (see Figure 12.1).

A Bayesian model of organisational change

Gustafson et al. considered a slightly more restricted set of factors that might

predict the success or failure of an organisational change8. In a particularly

bold initiative, they attempted to establish weights for the various factors that

could be expressed as subjective probabilities and build a Bayesian model

whose predictions could be tested empirically. A panel was nominated by

experts in organisational change. Interviews with members of the panel and a
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literature search identified a set of factors that might influence the success of a

change project. The panel then met to review these factors and agree on a set

of factors to be included in the model. Given that the aim was to develop a

Bayesian model, the set of factors identified had to be conditionally inde-

pendent; they also had to identify criteria that could be used to measure the

extent to which a factor was present in a given case. They identified 18

factors:
. the existence of a mandate for change;
. leadership commitment, involvement and support;
. the support of informal opinion leaders;
. middle managers’ involvement and support;
. dissatisfaction with existing processes;
. staff involvement and support;
. prior understanding of customers’ needs;
. an effective or prestigious change agent;
. external sources of ideas;
. funding;
. relative advantages;
. radicalness of the redesign;
. flexibility of the redesign;
. evidence of effectiveness;
. complexity of implementation plan;
. work environment;
. staff changes required;
. monitoring and feedback.

Each factor could have a high, middle or low rating, which would indicate the

extent to which it was at work in a given project.

The experts were then asked to estimate the individual likelihood ratios for

each factor, using two methods. Where the methods disagreed, the experts

were asked to think again. The experts also had to come upwith a figure for the

prior probability of a project succeeding. They estimated that a project had

16% of success if it involved changing processes and 5% if it involved cultural

change. The finished model was then tested on data from 221 actual projects

for which the project leaders (not the expert panel or the authors of the paper

but the peoplewho had actually led the projects) gave ratings of low,middle or

high for the 18 factors and a judgement of whether or not it had succeeded.

The system proved pretty effective, with an area under the receiver operating

characteristic (ROC) curve of 0.84. (Note: ROC curves are used to compare

tests9. They plot the sensitivity against 1 – the specificity at different decision

thresholds. When test results are used to inform decision-making, there is

always a trade-off between sensitivity and specificity. The optimal balance of

false alarms on the one hand and misses on the other will depend on the

consequences of these kinds of errors, not on any characteristic of the test.

Since ROC curves plot the performance of the test across all possible decision

thresholds, the area under the ROC curve is a threshold-independent measure

Information technology and organisational transformation 215



of diagnostic accuracy.) A test that does no better than chance will have an

area under the curve of 0.5, one that never makes errors of any sort will have

an area under the curve of 1.0, suggesting that the 18 factors identified are the

important ones and that estimates obtained for their impact on the final

outcome were appropriate. It is an interesting attempt to apply the kinds of

quantitative methods described earlier in this book within a field where more

qualitative forms of research are the norm.

Conclusion

The aim of health informatics is to improve health care through the improved

management of health information. That covers a wide range of change

projects. In the next two chapters I look at a number of recent initiatives.

I have made a distinction between the use of information and information

technology. In Chapter 13, I consider initiatives that have attempted to

improve health outcomes through the dissemination of information about

best practice. In Chapter 14, I look at projects that make use of IT to enable

changes in the organisation of health care, the kind of IT-induced organisa-

tional change discussed above.
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CHAP T E R 1 3

Achieving change through
information

The patient journey

When most of us think how health care is delivered – how diagnoses are

made and treatments decided upon – the image that comes to mind is

probably of a consultation. The context will vary, it might be in a GP’s

surgery, an outpatient clinic or at the bedside in an acute ward, but the

essential idea of this special sort of meeting between doctor and patient is

always there. That we think in this way has important consequences for how

we organise the delivery of health care. It is a model that assigns a privileged

role to the expert physician, who exercises his or her independent judgement

in making decisions about individual patients, decisions that then determine

what happens to the patient until the next consultation. If we think of

a patient’s treatment as a journey, the appropriate metaphor might be of a

traveller without a map who employs a succession of knowledgeable guides

to take him or her to the desired destination.

However, if each of the specialists contributing to the care of a patient acts

as an independent authority, there is a danger that an absence of coordin-

ation will reduce the quality of care received. To return to the metaphor, it

might be more efficient for the traveller’s guides to agree the complete

itinerary for the journey at the outset, allowing the journey to be planned

more effectively. Although in medicine, as with complex travel arrange-

ments, things do not always go according to plan, for many conditions and

treatments it is possible to map out a route through the system that will

work for a significant number of patients. This is a very different way of

thinking about health care, focusing not on the consultation but on the

patient’s journey through the health care system. We no longer think of

the patient’s management as shaped by a succession of decisions, each

taken independently, but rather as a coordinated attempt to maintain a

predetermined trajectory. This way of thinking is increasingly common in

attempts to improve the quality of health care by disseminating information.

Berg and Bergen have argued that although each individual patient’s

trajectory is unique and unpredictable, if we aggregate categories of patients,

the proportion of patients that will follow a ‘typical’ trajectory is sufficiently

predictable to be made the basis of clinical thinking1. It is therefore possible

to organise health services around ‘care paths’, which make the steps and
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decisions involved in managing a typical case explicit and facilitate much of

the routine work involved in caring for patients. Thinking in terms of care

pathways allows for a much greater degree of planning and coordination.

They believe that this will radically change patients’ experience of health

care, reduce waiting times and optimise the use of resources. In support of

their argument, they identify a set of logistical principles that, once the idea of

care pathways is accepted, can be used to great advantage. They argue that

the organising principle used in resource allocation should be the optimisa-

tion of patient flows; that the specification of care pathways – including

criteria for identifying urgent, routine and non-standard patients – will clarify

responsibilities and ensure better coordination of care. The specification in

advance of a complete trajectory will mean that downstream constraints, e.g.

a shortage of post-operative beds, can be anticipated before any action is

initiated. This principle of a planned trajectory should also improve efficiency

by ensuring that the necessary preparatory work is undertaken before tasks

are initiated.

Imagine a clinical audit revealed that patients referred to a consultant with

a certain condition were always, or almost always, re-referred for a particular

investigation. Perhaps if the investigation was relatively cheap and fairly safe,

it should be ordered by the referring GP so that it could be carried out before

the patient sees the consultant. If that would generally be useful but occa-

sionally inappropriate, perhaps the consultant and the referring GPs could

agree criteria for when it should be done. The idea is that although patients

are, of course, all unique and each must be given individual attention,

actually for certain conditions most patients are dealt with in broadly the

same way and we can therefore improve the quality of health care that we

provide by coordinating the activities of the different professionals involved

according to predefined plans.

In fact there is stronger argument than that, if we can establish, from

empirical evidence, what is the best way to treat a particular group of pa-

tients. Setting out a guideline or protocol for how they should be managed is

then not only a tool for improving the efficiency of the process but also a way

of ensuring that responsible clinicians comply with best practice. On this

argument, some of the variation in how patients are treated stems not from

the need to respond to the real differences between patients and their condi-

tions but from variations in the quality of clinical decision-making and the

failure of systems to ensure that the best possible care is provided. In the rest

of this chapter I look at three initiatives that attempt to disseminate standards

for best practice. The first, the National Service Frameworks (NSFs), is an

example of an attempt by government to impose a universal standard for the

treatment of certain common conditions. The second, Integrated Care

Pathways (ICPs), is a technique whereby a multidisciplinary group agrees a

local standard for the management of a particular category of patients. The

third, Clinical Guidelines, deals with the more general idea of standardised

plans for patient management.
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National Service Frameworks

In 1998 the Department of Health in England initiated a rolling programme

of standards, termed NSFs, for the management of the major diseases

and health problems. Starting with coronary heart disease and cancer, at

the time of writing, frameworks have published for paediatric intensive

care, mental health, older people, diabetes, long-term conditions, renal

services and children. The NSFs are lengthy, comprehensive documents

produced by ‘expert reference groups’; they set out national standards

for levels of care (what should be done), models of service provision (how it

should be done) and targets against which performance is to be judged.

The NSF for coronary heart disease sets out standards for improving the

prevention of the disease in the population in general and separate standards

for prevention in high-risk groups2. For example, one standard states that GPs

should identify all people at a significant risk of coronary heart disease and

offer them appropriate advice and treatment to reduce their risk. Target levels

are defined for blood pressure and cholesterol. Other standards cover the

investigation and treatment of acute and chronic heart conditions. The frame-

work sets out quite specific targets by which the performance of hospitals and

primary care organisations is to be judged, and these include standards to do

with informatics, for the recording and organisation of patient data: ‘the

primary care team should have all medical records and correspondence held

in a way that allows them to be retrieved readily in date order’. The NSF sets

out criteria for key investigations and treatments, and goals for maximum

waiting times. So, for example, patients with evidence of continuing exten-

sive ischaemia (a strongly positive exercise test) or persistent angina are to be

offered angiography and should have to wait no longer than 6 months for the

investigation.

The NHS Cancer Plan, which is taken to be the NSF for cancer, was similar3.

It contained commitments for maximum waiting times for patients who, in

the opinion of their GP, were suffering from suspected cancer. Guidelines that

set out, quite precisely, who was and who was not to be seen under the

urgent referral rule were later published4. So, for example, the guidelines

dealing with childhood tumours include the rule that children are to be

referred for an urgent appointment if they are suffering from a ‘headache of

recent origin with two or more of the following features: increasing in

severity or frequency, noted to be worse in the morning or causing early

awakening, associated with vomiting, associated with neurological signs

(squint, ataxia), associated with behavioural change or deterioration in

school performance’.

Impact of National Service Frameworks

The publication of the frameworks generated a great deal of attention, and

a number of papers and letters appeared expressing anxiety about their
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implications for workload. Hippisley-Cox and Pringle considered the impact

of the requirement in the Coronary Health Disease NSF that GPs identify all

patients with established coronary heart disease or stroke, record their cor-

onary risk factors, offer appropriate treatment, and identify and treat patients

at high risk of developing coronary heart disease5. They estimated that in an

average practice of 10 000 patients about 904 items would have to be

recorded and about 2221 disease control measures would be required.

In 2005 the Department of Health published a progress report that high-

lighted significant areas of progress and concluded that the NSF was making a

real difference for patients, noting, for example, that there were no longer

patients waiting over 6 months for heart surgery6. Majeed et al. assessed the

impact of the NSF for coronary heart disease on the management of the

disease in primary care and found generally positive results when practice

was compared to the defined standards7. Key risk factors were being recorded,

there were high rates of uptake for influenza immunisation and higher than

previously reported rates for the use of angiotensin-converting enzyme

(ACE) inhibitors. The most significant failure recorded was that few patients

seemed to have had an ECG, the gold standard investigation in the diagnosis

of heart disease. The shortage of equipment and trained personnel to perform

key investigations is also noted in progress reports for the National Cancer

Plan8. A small qualititative study by Checkland suggested that although

primary care staff were supportive of NSFs in principle, in practice the frame-

works had relatively little impact, with only 6% of staff having read the full

document and only 31% the summary9. None of the three practices studied

had a plan for the implementation of any of the NSFs.

The conclusion seems to be that NSFs can be successful in effecting certain

kinds of organisational change, for example, where a clearly specified change

is mandated and the resources required to make the change are available.

There are, however, limits to their effectiveness when it comes to changing

the behaviour of individual practitioners. The NSFs represent an extreme of

the top-down centralised approach to management that McNulty and Ferlie

noted was often unsuccessful as an approach to change in the public sector.

The next section deals with a very different approach, in which guidelines are

agreed locally by teams of co-workers. First I want to make an observation

about the operation of the 2-week referral rule introduced in the National

Cancer Plan, partly because it reveals an interesting consequence of setting

targets for waiting times and partly because it makes use of a piece of

probability theory that I would like at least to mention in passing.

Fast tracking appointments

A great deal of attention has been focused on the consequences of the 2-week

referral rule. This target has generally been met, with 98.5% of patients with

suspected cancer being seen within 2 weeks10. Whether or not the rule has

had a beneficial impact on outcomes is less clear. Since the demand for

appointments fluctuates, availability can only be guaranteed if the maximum
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capacity is greater than the average demand, if there is spare capacity. We can

use techniques from probability theory to determine how much spare cap-

acity is required to give, for example, a 99% guarantee that appointments will

be available. The number of events that occur in a fixed time interval can be

modelled using a Poisson distribution: if events happen at a rate of m events

per interval, the probability that no more than r events will happen in the

given interval is

Xr

k¼ 0

e�mmr

r!

This is a standard function in spreadsheets making it easy to work out, for

example, that a clinic that usually receives 24 patients will have to be able to

cope with 36 patients in order to meet demand 99% of the time, and that

50% spare capacity is therefore required. Operating a waiting list, of course,

makes it easier to copewith fluctuations in demand, but the shorter thewaiting

list, the less scope it allows. Thomas et al. showed that, formost clinics, an excess

capacity of two patient slots per clinic was required to operate the 2-week

referral rule11. In general, subdividing a group of patients and fast tracking

some of themwill have the effect of increasing waiting times for the group as a

whole. For the tactic to have a positive impact on overall outcomes, therefore,

there must be a real difference in the two subgroups so that the benefits of fast

tracking one outweigh the cost of making the other wait.

Integrated Care Pathways

The National Pathways Association offers the following definition of ICPs:

‘An Integrated Care Pathway determines locally agreed multidisciplinary

practice, based on guidelines and evidence where available, for a specific

patient/client group. It forms all or part of the clinical record, documents

the care given and facilitates the evaluation of outcomes for continuous

quality improvement’12.

The thinking behind ICPs can be traced back to the use of critical path

planning and process mapping in industry, techniques that date from the

1950s. In the 1980s, clinicians in the USA began to develop the idea of

pathways, then termed Anticipated Recovery Pathways, in order to meet

the requirements of Health Management Organisations and the insurance

industry. By 1994, the Anticipated Recovery Pathway had evolved, in the

UK, into the Integrated Care Pathway. The NeLH Pathways Database was

launched in 2002 to enable the free sharing of ICPs and ICP Projects across

the UK.

Integrated Care Pathways in stroke

Consider, as an example, the use of ICPs in the management of stroke.

A stroke is a sudden episode in which the flow of blood interferes with the
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normal functioning of the brain. There are different ways in which this can

happen. In cerebral haemorrhage, the problem is caused by bleeding into or

around the brain; in cerebral thrombosis it is caused by blockage of blood

vessels in the brain, usually because of a blood clot. In a subarachnoid

haemorrhage, blood from an artery close to the brain surface leaks into the

space between the membranes that cover the brain and spinal chord. Strokes

affect 1 in 500 persons and occur mainly in the elderly. Although stroke is the

third most common cause of death in developed countries, strokes vary

greatly in severity. The management of stroke patients is essentially a matter

of rehabilitation, of helping the patient to recover as much as possible of

normal function and to cope with any permanent impairments or disabilities.

Dedicated stroke units exist to bring together the different specialists that this

requires. In 1995 a stroke unit was opened at the Charing Cross Hospital in

London, and an ICP for stroke was developed for the unit13.

The multidisciplinary team dealing with a stroke patient includes a doctor,

pharmacist, dietitian, occupational therapist, nurse, physiotherapist, speech

therapist and social worker. The development of the ICP brought together

representatives of the different groups. The ICP was developed with reference

to both the published evidence on best practice and the constraints of the

local situation through a process that was managed by a core team of a

consultant and two ICP coordinators. Three specially convened meetings of

the multidisciplinary team were required before the draft ICP could be

agreed.

The resulting ICP is, in concrete terms, a document. It is set out as a grid

with a column for each day covered by the ICP (the team decided to restrict

the ICP to cover only the week after admission and the 2 weeks leading up to

discharge, since those were the periods where care could most easily be

standardized and where the need for coordination was greatest). There is a

section to be completed and signed by each member of the team. The path-

way does not specify in detail every action to be performed in every case but

the principle categories of assessment are set out and the appropriate treat-

ments and management options indicated. The ICP also indicates the targets

that define good quality care for the condition: the avoidance of bedsores,

chest infections and deep vein thrombosis, so that the document can be used

to audit performance against those standards. One of the most important

elements of the ICP is the recording of variances. Inevitably there will be

patients whose care does not follow the usual trajectory. The designers of the

ICP must, naturally, ensure that data is recorded about these patients and the

circumstances, which meant that the ICP could not be applied. Such vari-

ances can reveal problems in the way care is delivered or shortcomings in the

ICP.

The ICP was introduced when the stroke unit opened. All staff were given

training in the use of ICP and a poster was put up in the staff coffee room to

remind staff how the ICP document was to be filled in. A paper written after a

4-month pilot period reports a positive response to the ICP but makes it clear
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that medical staff failed to complete all the sections of the document and that

many of the 13 patients treated during the pilot period had had to be taken off

the ICP at some point. The ICP proved inflexible.

For and against Integrated Care Pathways

The evidence surrounding the use of ICPs in stroke is, perhaps surprisingly,

negative. A before–after study found some evidence of an improvement in

certain aspects of care (fewer urinary tract infections)14. An RCT involving

152 patients found no significant differences in the processes of interdiscip-

linary coordination and patient management between patients managed

according to an ICP and patients in a control group15. The ICP was associated

with various positive outcomes (greater uptake of stroke-specific assessments,

better documentation of rehabilitation goals, improved communication be-

tween patients’ carers and primary care physicians) and some negative

outcomes (smaller proportion of patients having goals for higher-level func-

tioning and worse awareness of carers’ needs). The conclusion seems to be

that stroke units that already feature specialised multidisciplinary input may

not derive a great benefit from ICPs. The research led some authorities to

suggest that recovery from stroke is too variable a process for ICPs to be

applicable16.

It does not follow from this that they are a bad idea, but rather that the

impact will not always be wholly positive. There are many different ways in

which we can try to improve the efficiency of an organisation; ICPs represent

one approach to changing the way we organise health care services and

should be considered as an option where change is likely to lead to improve-

ments.

Clinical guidelines

ICPs are just one initiative that attempts to introduce normative clinical

guidelines. The use of clinical guidelines is now widely established as a way

of promoting best practice. A recent systematic review found considerable

evidence that the dissemination and implementation of clinical guidelines

improved compliance with recommended practices. However, there was a

considerable variation in the size of the observed effects and most studies

reported only modest or moderate improvements in care17. One of the more

controversial topics that has been made the subject of clinical guidelines is the

management of hypertension.

Treating hypertension according to clinical guidelines

Targets for identifying and treating patients with high blood pressure formed

part of the NSF for coronary heart disease. There have, however, been other

initiatives. The British Hypertension Society published a guideline for the

management of hypertension in March 200418. Another, from the National

Institute for Clinical Excellence, appeared in August 200419. The guidelines
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specify how blood pressure is to be measured, how hypertensive patients

should be evaluated, and define treatment goals in the form of ‘target’

blood pressures. At the core of, for example, the British Hypertension Society

guideline is a flow chart, shown in Figure 13.1, which specifies treatment

thresholds and target blood pressures.

The publication of these documents generated a certain amount of resent-

ment, with GPs complaining about the fact that there are multiple sources of

guidance, and that the guidelines were long and complex and changes from

previous guidelines seemed unjustified20.

Researchers looking at compliance with earlier guidelines – and a number

have been published by various national and international bodies – have

generally reported low compliance. GPs often seem to adopt pragmatic

thresholds for initiating treatment that are less aggressive than those specified

in the guidelines21. One study found ‘adequate’ awareness of the content of a

guideline in only 19% of GPs22. The question of whether or not practitioners

Thresholds for intervention
Initial blood pressure (mmHg)

>180/110

≥160/100

Treat

Unless malignant phase of hypertensive emergency, confirm over 1–2 weeks then treat

If cardiovascular complications, target organ damage, or diabetes is present, confirm 
over 3–4 weeks then treat; if absent, remeasure weekly and treat if blood pressure 
persists at these levels over 4–12 weeks

If cardiovascular complications, target organ damage, or diabetes is present, confirm 
over 12 weeks then treat; if absent, remeasure monthly and treat if these levels are 
maintained and if estimated 10-year cardiovascular disease risk is ≥20%

Assessed with risk chart for cardiovascular disease

Treat Treat Observe, reassess risk of
cardiovascular disease yearly

Reassess
yearly

Reassess
in 5 years

<140/90

*

<130/85160–179

100–109

140–159

90–99

140–159

90–99

130–139

85–89

Target organ damage or
cardiovascular complications or

diabetes or 10-year risk of
cardiovascular disease§ ≥20%

No target organ damage and
no cardiovascular complications 
and no diabetes and 10-year risk 
of cardiovascular disease§ <20%

*

§

Figure 13.1 The BHS hypertension guideline. From [18] with permission from the

BMJ Publishing Group.
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‘comply’ with guidelines seems, in the eyes of some observers, to reflect an

inappropriate prescriptive approach to the dissemination of such materials.

Researchers have found that patient preferences for treatment can be at odds

with the targets given in the guidelines23. Others have reported that the

recommended treatments were contraindicated in as many as half the pa-

tients managed in primary care24.

The key issue is not whether guidelines can be effective, but how they can

be implemented so that they can be most effective. There are many pitfalls. If

there are too many guidelines, they will fail to command attention. If they are

too detailed, users may consider them long-winded and overcomplicated. If

they are too general, they will often not be applicable. Getting the balance

right will be a matter of judgement and will depend on the problem being

addressed and the context in which the guideline is to be applied. One

approach, which solves some but not all of the above difficulties, is to

incorporate the guideline into a computer system.

Computerised guidelines

In recent years, it has become apparent that active management of blood

glucose levels can help improve outcomes for ICU patients. One unit, in

response to this finding, introduced a guideline for glucose regulation25. Pa-

tients in the ICU were randomly assigned to be managed either by a nurse

using a paper version of the guideline or a nursewho received automated alerts

via the ICU’s computer system,which incorporated a computerised formof the

guideline. Interestingly, the management received by patients managed

according to the computerised guideline was significantly better.

A number of groups are currently working on the development of formal-

isms, which allow the succinct representation of more complex protocols. Fox

et al. have developed a language that allows protocols to be defined in terms

of a small set of generic entities (tasks, actions, plans, decisions, enquiries) and

a graphical editor that allows clinicians rapidly to specify a protocol in terms

that can be translated into a computerised representation26. An example of

Proforma’s graphical notation is shown in Figure 13.2. The Proforma language

is intended to be used with a suite of tools that enable the rapid publication of

guidelines as ‘Publets’ – small interactive web-based applications. Once the

technology has been developed that will allow these kinds of tools to be used

to provide large numbers of guidelines integrated with the software used to

store patient data, the potential for guideline-based decision support ought to

be enormous. Nevertheless, it is worth sounding a note of caution. Guidelines

to support prescribing have already, for some years, been incorporated into

electronic patient record systems and, although there is evidence that this can

improve prescribing, there is also evidence of difficulties.

Prescribing guidelines

One way of getting prescribing guidelines into practice is via systems that are

designed to automate the medication ordering process. These systems, known
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as computerised physician order entry (CPOE) systems, are advocated primar-

ily as theway to cut prescription errors. Clinical guidelines are built into almost

all CPOE systems, sometimes providing advice on doses, routes and frequen-

cies, and sometimes checking for known allergies or other counterindications.

Advocates argue that such systems can substantially enhance the quality of

care and improve patient safety27. A systematic review of CPOE found evi-

dence of a significant reduction in medication error rates and evidence of an

impact on costs and quality28. The conclusion was that the known benefits of

CPOE justified their introduction but certain specific questions about the

systems need to be addressed:what, for example, are the factors that determine

when systems will succeed? The good news has to be tempered with an

awareness that introducing CPOE requires a high degree of organisational

change aswell as a substantial upfront investment both in termsof the financial

cost of buying or implementing a system and in terms of redesigning processes

to accommodate the system. As with any new and complex computer system,

there is also a potential for introducing errors, reducing rather than enhancing

safety. One study in the review found that incorrect default dosing or route

suggestions led to potentially erroneous orders.

It turns out, when you look in detail at the kinds of prescribing mistakes

that are made, that there are lots of different factors to consider, and the most

important is medical knowledge. According to Bobb et al. over 60% of

mistakes are attributed to inadequate medical knowledge29. Their data also

suggest that although CPOE can be highly effective at intercepting mistakes,

only the most sophisticated versions of it are effective at reducing the im-

portant mistakes. Half the ‘clinically significant’ prescribing errors were only

Non-urgent referral

No referral

Two-week referral

Referral
decision

Clinical
information

Figure 13.2 A simple Proforma guideline. Reproduced with permission,

� OpenClinical.
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rated as ‘possibly preventable’ with CPOE. They concluded that ‘a CPOE

system with advanced computer-based decision support should deliver spe-

cific recommendations by matching individual patient characteristics to a

computerised knowledge base’. This, however, is hard and most commercial

CPOE systems do not address this. There is a further problem with generating

these kinds of recommendations. Weingart et al. looked at a CPOE system in

primary care and found that physicians overrode 91.2% of drug allergy and

89.4% of high-severity drug interaction alerts30. Yet there were few adverse

drug events. A review of the alerts found that 36.5% were inappropriate.

They concluded that a system that generates too many alerts will be ignored.

Fernando et al. looked at the safety features of four prescribing systems used

in the UK, none of which implemented all of the safety features that an

expert panel deemed important31. For example, none of the systems warned

against prescribing aspirin to a child of 8. All failed to alert the user of the

possible confusion when prescribing one of two drugs with similar names.

Conclusions

One of the grand challenges identified for health informatics in Part 1 was the

development of systems to improve clinicians’ access to knowledge. A num-

ber of initiatives, reviewed in this chapter, have attempted to improve the

quality of health care, not so much by improving access to knowledge as by

actively disseminating information about best practice. The onus is less on the

practitioner to keep up to date and more on the system. This may seem a

slight shift of emphasis, but it is an important one. It leads to a conception of

the problem where the issue is not one of professional education but of

behaviour modification. Many so-called decision support systems are not

tools designed to help clinicians make sense of complex problems but, rather,

automated reminders that tell him or her what to do and when32. Such

systems, as shown in some of the research summarised above, are not with-

out difficulties. The problem is getting the balance right: telling people what

they need to know when they need to know it, without creating systems that

are intrusive, offering non-specific, inappropriate or unwanted advice.
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CHAP T E R 1 4

Achieving change through
information technology

IT and organisational change in the NHS

Implementing a programme of organisational change will have a wide range

of effects, including many that will not have been anticipated. Plans normally

have to be adapted to take account of changing circumstances. Both the

process of change and the outcomes will often be viewed differently by the

different groups involved. Given this complexity, it is inevitably impossible to

look at the research and identify a single framework or theory of change that

is the ‘right one’. Iles and Sutherland highlight a number of important factors:

a structured approach – e.g. one based on a critical review of the available

models of change, staff involvement, responsive leadership, avoiding jargon

and openness to unanticipated outcomes1.

The idea that a topic such as organisational change or change management

is an important part of health informatics is relatively new. It has, however,

very quickly become a mainstream viewpoint. The NHS National Programme

for IT, Connecting for Health, acknowledges that its success is dependent

upon the successful implementation of a change programme. In the following

two sections I review two of the major components of the programme and

consider both their implications for organisational change and the role of

health informatics research.

Booked admissions

The idea of booked admissions is a simple one. Instead of being put on a

waiting list and then being sent notice of an appointment date, patients and

their doctors agree an admission date as soon as it is decided that treatment is

required. This gives the patients a degree of choice about when they are

treated, and also a greater sense of involvement in the decision and reduced

uncertainty about the process. Like a lot of simple ideas, however, it is hard to

make it work. Introducing booked admissions requires that physicians make

commitments further ahead than they otherwise would; it therefore involves

a change in working practices, and it also has implications for capacity.

The brief history of booked admissions in the UK involves a maelstrom of

agencies, initiatives and improvement programmes. Perhaps the most import-

ant event in the story is the publication in 2000 of the NHS Plan, a proposal
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for the ‘modernisation’ of the NHS2. Two features of the plan were seen to be

crucial in achieving the desired improvements: the redesign of services

around patients and increased patient choice. The Department of Health

had already set up the National Patient’s Access Team (NPAT) in an attempt

to tackle the problem of over-long waiting lists. The NPAT launched a

National Booked Admissions Programme (NBAP) with the aim of making

access to care more convenient. The Cancer Services Collaborative (CSC) was

set up as part of the NBAP to look at the particular problems associated with

the organisation of cancer services in the UK. The CSC followed a set of

strategies proposed by a US think tank, the Institute for Healthcare Improve-

ment (IHI). Phase 1 of the NBAP ran from November 1999 to March 2001.

The programme became part of the NHS Modernisation Agency in April 2001

and at the time of writing is the responsibility of the National Programme for

IT, Connecting for Health, having changed its name first to the National

Booking Team and then to Choose and Book.

The IHI proposes a model for improvement3. According to the model, the

team charged with achieving improvement must ask three questions: What

are we trying to accomplish? How will we know that a change is an improve-

ment? What change can we make that will result in an improvement? The

answers to these questions are used to set goals. Progress towards goals is

made through a process of ‘plan, do, study, act’ cycles, making the approach

an example of the action research paradigm outlined in Chapter 12. The focus

is on small changes that can be implemented and tested in 1 or 2 weeks. The

IHI argues that real change requires changing the system. It is not enough just

to try a bit harder to make the existing system work better, we have to alter

the system; the best way of achieving that, according to the IHI, is through

incremental improvements. The CSC set up a series of pilot projects that were

asked to employ the IHI methodology in four strategy areas: connect up the

patient journey, develop the team around the patient journey, make the

patient experience central to the journey and ensure capacity at each stage

of the journey. Although booked admissions are seen as central to the

implementation of the NHS plan and an important part of the mission of

the CSC and the Modernisation Agency, other ways of improving the patient

journey were considered.

In an article in the BMJ, members of the CSC reported that teams tested

4400 changes between August 1999 and September 20004. It was found

that 65% of projects showed at least a 50% reduction in time to first treat-

ment. Changes improved patient flow and access. For example, patients

with suspected bowel cancer in Leicestershire had previously had separate

visits for flexible sigmoidoscopy, barium enema and a consultation; this

was changed so that all three could be done in a single day. In mid-Anglia

radiologists started to refer patients with signs of cancer directly to a

chest physician, cutting the patient journey time from 24 days to 11 days5.

The percentage of patients given booked admissions was 56% for both first

outpatient appointment and first diagnostic test, and 62% for first definitive
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treatment. In another report, a CSC team found that introducing booked

admissions for barium enema reduced ‘did not attend’ (DNA) rates from

10–15% to around 3%, allowing a significant increase in the efficiency with

which appointments lists were managed, which would be expected to lower

waiting times.

An external evaluation of the work of the NPAT found that at 24 pilot sites

the percentage of patients given a booked ‘to come in’ date increased from

51.7% to 72.7% from March 1999 to March 2000 and then fell again to

66.2% by the end of March 20016. Similarly the proportion of patient waiting

over 6 months fell from 10.9% to 10.5% and then rose to 11.9%. DNA rates

also fell from 5.7% to 3.1% and then rose to 4%. Most of the improvements

made were not sustained. The evaluation also found that the experience of

the pilots varied: some pilots were able to achieve considerable improve-

ments, whereas in others the data suggested that the problems only got

worse during the period of study.

Implementing booked admissions

A survey of project managers in the various booked admissions pilots

indicated that a variety of factors hindered the introduction of booked

admissions7. These included lack of capacity, lengthening waiting lists,

problems recruiting staff, Trust mergers and an increased tendency for pa-

tients to change their appointments. Consultants were also blamed: they

were said to be reluctant to give up their freedom to determine relative

priority and unwilling to plan leave sufficiently far ahead to allow

bookings to be made and honoured. The best performing sites were found

to be those with effective leadership by both chief executives and senior

clinicians.

The authors of the evaluation made four conclusions. First, that in any

improvement programme of this kind, there is an awkward balance between

leadership from the government and its agencies, working from the top-down

and the commitment of the staff on the ground, working from the bottom-up.

It is seen as difficult to impose change from the top-down in the health care

organisations staffed by professionals whose primary responsibility is to their

patients, not their employer. Second, that action is required at different

levels, if change is to be achieved. Quality improvement programmes must

stimulate change by systems, organisations, teams and individuals. Third,

the pilot programmes were considered to have underestimated the time

required for changes to take hold. The evidence gathered in the evaluation

strongly suggested that improvements were made but not sustained. In part,

this was because the programme made available extra funds, which were

used to buy additional capacity; once the programme funding was exhausted,

this capacity had to be relinquished and this reduced the scope for booking

admissions. Fourth, that staff affected by the improvement programme

should be able to see that they, as well as patients, can benefit from the

changes.
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Choice and capacity

One of the problems with the pilot booked admissions programmes was that

where existing capacity was stretched, the proportion of appointments that

could be offered as booked admissions tended to be reduced. One of the

principal arguments in favour of booked admissions is that it will reduce

DNA rates and therefore enable the more efficient use of existing appoint-

ment slots. Booked admissions are therefore proposed as a way of dealing

with the problem of limited capacity. However, it is not as simple as that.

Under a conventional system a patient seeing their GP in March might be told

in June that their appointment would be in July. With booked admissions the

requirement is that the GP seeing the patient in March must be able to say

with confidence when the next suitable appointment slot is, which presum-

ably – at least when the programme starts – will be some time in July. But the

variability in hospital lengths of stay, emergency admissions and patient-

initiated cancellations means that it is not possible to guarantee availability

as far ahead as that unless there is considerable spare capacity. Just how

much spare capacity is required can be estimated by building mathematical

models to estimate the probability distribution of demand for beds.

One such model was developed by Utley et al. and tested with real data

from the cardiac surgery department at St George’s Hospital in London8. Their

calculations suggest that a typical cardiac surgery department operating with

20% reserve capacity (i.e. 36 beds for an expected demand of 30 beds) would

face a crisis of provision roughly on 5% of days. A similar modelling exercise

applied to the demand for post-operative intensive care following cardiac

surgery suggests that a reserve capacity of 30% would be required to keep

the risk of operational overload below 5%9. This is a much greater level of

spare capacity than is currently available and would be difficult to finance,

intensive care beds being one of the most expensive parts of a hospital.

Choose and Book

The Booked Admissions Programme has now evolved into Choose and Book,

which will allow GPs to book patients’ hospital appointments online during a

consultation with the patient. This, clearly, is a significant development,

which requires the hospitals to make available data about their appointment

lists and also requires hospital consultants both to concede a significant

degree of control over their working lives and to delegate a clinically import-

ant role, assigning priorities for appointments, to GPs. This in itself would

make the initiative a bold one but it goes further in two respects. A central

element in the programme, as reflected in the change of name, is the idea of

patient choice. From December 2005 all patients are to be offered a choice of

4–5 hospitals or other providers once a GP decides that a referral is required.

This, clearly, has a further impact on capacity as some beds will have to be set

aside for choices that are not used. The programme also goes further than the

Booked Admissions Programme in that patients are to be allowed to make

bookings via a call centre to be known as the Booking Management Service.
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We can identify three different categories of challenge to be met if this is to

be achieved. The first is that the commissioning arrangements, whereby

Primary Care Trusts agree contracts with the Secondary Care Trusts to

which their GPs refer patients, will have to change to allow the required

level of choice. The organisations that commission care and those that pro-

vide care will have to come together to agree a Directory of Services (DoS)

from which patients in a community can choose. The second is that the

booking processes will have to be redesigned. The roles and responsibilities

of the referring GP and the consultant shift somewhat with the move to

booked admissions. One of the important areas here is the development of

booking guidance so that GPs and other booking staff (e.g. those working in

the call centre) can ensure that patients are referred appropriately. A signifi-

cant degree of cooperation between primary and secondary clinicians will be

required for this to work. Finally, if anything is to happen, the IT systems that

underpin the activity must be designed and built.

Health informatics and booked admissions

The project is ambitious. It involves radical change and could significantly

enhance patients’ experience of the referral process. The most obvious diffi-

culties though are not really to do with health informatics. The major chal-

lenge is in the scale of organisational transformation that is required in order

to take advantage of the technology. This involves significant change both in

coordinating the activities of Trusts within each local health economy to

allow a menu of choices to be provided and in redefining the responsibilities

of GPs and hospital consultants, so that the former now control access to

clinics run by the latter.

Nevertheless, there are many aspects of the project to which health in-

formatics can contribute, and where the kinds of challenges we have dis-

cussed in this book come into play. The redesign of the referral process that is

envisaged by booked admissions needs to have a basis in evidence that in turn

will be enhanced by careful and appropriate measurement of, for example,

waiting times. Similarly if patients are to make informed choices about the

providers to whom they can be referred, they need to have access to infor-

mation derived from data about performance. So we need to turn raw data

about Trust performance into the information that patients want. If GPs are to

refer appropriately, referral guidelines, which should include criteria for

distinguishing between urgent and routine referrals, must be agreed between

the GP and the consultant. One area where the issues discussed in this book

are particularly apparent is the creation of a DoS.

Compiling a Directory of Service

One of the key steps in delivering the booked admissions programme

is the complication of a DoS10. This is intended to be a list of all the

services available in the NHS. It should be clear that an initiative that is
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to allow services to be booked electronically needs to have an up-to-date

database of what services there are. But, as often happens in health inform-

atics, a simple and apparently straightforward requirement conceals a meas-

ure of complexity. One would want the concept of ‘service’ embodied in the

DoS to correspond to that used in the Patient Administration Systems (PAS),

which Trusts use to keep track of appointments. Maintaining accurate and

up-to-date information in the DoS is only realistic if there is a mapping

between the way clinics are represented in a Trust’s systems and the way

they are represented in the DoS, so that any update in the PAS can automat-

ically be reflected in the DoS. But, at present, the concept of a ‘service’

required by the DoS is not well defined outside the DoS and will be repre-

sented in different ways in different PAS implementations. Clinics are defined

in a variety of ways: sometimes, for example, with a named consultant,

sometimes not. Often the PAS will identify each clinic with a unique code

and a more lengthy description, the PAS software will then arrange that the

user is presented with the description and not required to identify the clinic

by the code. However, neither the code nor the description will necessarily be

appropriate identifiers to represent the clinic in the DoS.

What is needed is a well-defined concept of ‘service’ that includes all the

data items required by the DoS. The problem is that if the DoS implementers

come up with such a definition and then expect individual Trusts to provide a

mapping from their PAS implementation to the DoS definition of a service,

they might be, in effect, requiring Trusts to redesign their systems. At the very

least, it is clear that the information in the PAS will have to be reviewed to

ensure that clinics and appointment slots can be matched with the services.

In effect, Choose and Book is creating a new system and also a requirement

for a level of interoperability between the new system and the old systems.

This requirement for interoperability is exactly the issue that the developers

of HL7 seek to address.

Electronic transfer of prescriptions

Over the years many authorities have argued for the introduction of elec-

tronic prescribing as means of improving the safety and efficiency of the

prescribing process. The term ‘electronic prescribing’ is however ambiguous;

the Electronic Prescribing Initiative distinguishes six different levels of elec-

tronic prescribing11. It suggests that at the most basic level, the term could be

taken to refer to a prescribing system that allowed reference to electronic

sources of information about drugs. More sophisticated than this would be a

stand-alone prescription writer, which allowed users to search by drug name

and create a prescription. Such stand-alone systems are obviously less useful

than systems in which supporting patient data can be accessed, to allow

allergy checks, for example. Systems with this kind of functionality are now

relatively common in primary care. We are concerned, in this chapter, with

the next three levels of the pyramid, which allow, first, the user to check the
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prescription against the patient’s medication history; second, connectivity

between physicians, pharmacists and other agencies; and third, full integra-

tion with a medical record.

As many as 649 million prescriptions were generated in 2003–2004, and

the figure is growing at around 6% a year12. Repeat prescriptions are a high

proportion of the total: estimates vary between 70% and 80%. Almost all are

generated by computer and printed at the GP practice, often by administrative

staff for authorisation by the prescribing GP. Most of these are then collected

by the patient, who, in the case of repeat prescriptions, will generally have to

go to the practice for no other purpose than to pick up a paper script and carry

it to the pharmacist. Around 30% of the paper scripts are collected, at

patients’ request, by pharmacies. The electronic transfer of prescriptions

(ETP) from GP practice to pharmacy is intended, in part, to save everyone

that little bit of bother. It will also make the process simpler in other ways. At

the moment, information from the scripts has to be typed into computers at

the pharmacy, where it forms part of the patient’s medication record. Phar-

macies subsequently forward the scripts to the prescription pricing authority

(PPA), where information is again transcribed from the paper script to a

computer system. If the scripts are electronic, all this information can be

extracted automatically, saving time and reducing the risk of transcription

errors. Enhanced communication between GP and pharmacy systems should

also increase the information available at both ends and improve the quality

of advice that both professions give to patients.

The promise, therefore, is considerable. Numerous reports, including

the NHS Plan but also an Audit Commission report and a Chief Pharma-

ceutical Officer’s report on medication errors, have highlighted the need

for a greater role for IT in the prescribing process13,14. In 1998 the Depart-

ment of Health published an information strategy with, among its goals,

network connections between community pharmacies and GP practices by

200115. A later paper, ‘Pharmacy in the Future – Implementing the NHS

plan’ set a date of 2004 for the implementation of a nationwide system for

the ETP16. Three pilot projects were commissioned, involving computer

systems suppliers, pharmacies and NHS organisations. The pilot projects

were all set up, run, evaluated and, in July 2003, discontinued. None of

the piloted systems is to be made the basis for a more extensive roll-out of

ETP. Such a roll-out is, however, planned as part of the National Programme

for IT.

The evaluation of ETP
A report of the evaluation notes that many potential benefits were identified,

but makes it clear that they were not, in fact, observed17. The take-up of ETP

was much slower than expected, only achieving significant volumes at the

end of the evaluation period (a total of 100 000 prescriptions had been

anticipated; actually only 30 000 were generated). This was blamed in part

on the fact that patients had to provide signed permission before their
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prescriptions could be transferred electronically and this proved a time-

consuming process.

The lesson seems to be that although ETP looks like a good idea, the benefits

are hard to achieve. One might have expected, for example, that if the pre-

scription were sent in advance, patients would not have to spend so long

waiting for medicines to be dispensed. Actually, difficulties staff had using

the new systems meant that the reverse was true. And, if this was the case,

the improved quality of service that was expected to follow from the freeing up

of pharmacists’ time could not have occurred. One of the most significant

barriers to up-take was probably that the current system works relatively

well for GPs. If the change is costly in terms of GP time, and the evidence is

that it is, it is going to be hard to persuade GPs to make the changes that will

save time for patients and pharmacists. One obvious way of saving GP time is

removing the responsibility for the authorisation of repeat prescriptions, or at

least automating the process bywhich such prescriptions are signed.Most GPs,

however, were uncomfortable with this idea, and in two of the pilot projects a

paper signature was created even for prescriptions that were transferred elec-

tronically, authorised under digital signature (see Box 14.1).

Looking at these pilot projects, together with evaluations of similar projects

in the USA, the message seems to be that the expected benefits of ETP will be

achieved, if at all, only after a period in which any benefit, in terms of time

saved or quality of service improved, is outweighed by the costs involved in

making the change. Mundy and Chadwick write that the prescription system

is an ‘irreversible’ system, one that consists of highly entrenched actor-

networks where complex interdependencies between the elements of the

network make it particularly difficult to change18. They note that the only

place where the anticipated efficiency benefits should be realised quickly and

definitely is at the PPA; however, even there the likelihood is that the new

system will have to run in parallel with the old system during the changeover

period, which will substantially reduce the scope for savings.

Health informatics and ETP

The idea behind ETP seems deceptively simple. Instead of a patient having to

collect a paper script and physically carry it to the pharmacy, it is sent electron-

ically. We replace a simple physical act with an electronic one that should be

comparably simple. Why is it, then, so difficult? Partly the reasons are to do

with the social, clinical and legal processes that are involved in the creation and

transmission of the paper document.Many people, notablymany of the GPs in

the pilot projects, are uncomfortable with the unfamiliar notion of a digital

signature (see Box 14.1), andwhile recognising the potential benefits, they are

anxious about the consequences of teething problems in the changeover.

Others are aware that the existing processes allow for a certain level of flexi-

bility and are worried that, particularly because one of the goals of ETP is to

reduce fraud, its introduction might introduce awkward restrictions, for ex-

ample, on procedures for modifying prescriptions.
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Box 14.1 Dual key encryption

If you multiply together

980750864240649373971255005503864911990643623425267084

06385189575946388957261768583317

and

47277214610743530253622307197304822463291469530209711645

985271130520711256363590397527

you get:

1881988129206079638386972394616504398071635633794173827

0076335642298885971523466548531906060650474304531738801

130339671619969232120573403187955065699622130516875930

7650257059.

You are probably prepared to trust me on this, but if you were not, you

could check it: after all if you can do long multiplications, you can do

very, very long multiplications. Imagine, however, the reverse problem.

What if you were given the third number (call it n) and asked to find out

which two numbers (call them p and q) were multiplied together to

create it? There is not an easy way to do this. It is basically a matter of

trial and error and the bigger the number, the longer it will take. A team

in Germany devoted an enormous amount of energy to identifying the

factors of n, a result they announced on 3 December 20031. They took

the trouble partly because a group called RSA Security was offering a

$10 000 prize for the result, but partly, one suspects, for the fun of it.

RSA Security has an interest in such problems because they deal in

encryption. The RSA algorithm is an example of what is known as dual

key encryption. Before it was published in 1977, all known encryption

algorithms relied on a single key shared by sender and receiver, so the

basis for encrypting a message had to be agreed in advance and kept

secret by both parties. The trick in dual key encryption is that there are

two keys: a public one and a private one. How they are used depends on

the application. The public key can be used to encrypt a message so that

only the holder of the private key can decrypt it. This, obviously, is

useful for sending confidential information across public networks.

Alternatively the private key can be used to encrypt the message.

Anyone with access to the public key can then decrypt the message. The

message contents are not secure; the point is that if the decryption

works, the message could only have come from the holder of the private

key. This is the basis for approaches to authentication known as digital

signatures, or digital certificates.

(continued)
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Box 14.1 Dual key encryption (continued)

The two keys have to be linked, but a neat piece of mathematics means

that it can be made very hard – as hard as finding p and q given n – to

work out the private key from the public key. The RSA algorithm works

as follows: take two large primes, p and q, and compute their product

n ¼ pq. Choose a number, e, less than n such that e and (p� 1)(q� 1)

have no common factors. Find another number d such that (ed � 1)

is divisible by (p� 1) and (q� 1). Another way of saying that (ed � 1) is

divisible by (p� 1) would be to say that if ed is divided by (p� 1), the

remainder is 1, or that ed and 1 are congruent, modulo (p� 1). We can

write this constraint, and that for (q� 1), using the notation for modular

arithmetic:

ed � 1(mod p� 1) and ed � 1(mod q� 1) (1)

The public key is the pair (n, e); the private key is (n, d).

Before we can use RSA, the message must first be turned into a

number, perhaps by concatenating ASCII codes for the alphanumeric

characters in the message. Imagine we want to encrypt a message m so

that only the recipient can decrypt it. To encrypt m, we obtain the

recipient’s public key (n, e) and calculate the remainder when m is raised

to the power e and the result divided by n:

c ¼ memod n (2)

The remainder c is the encrypted message. To decrypt c, the recipient uses

his or her private key (n, d) to calculate:

m ¼ cdmodn

It might not be immediately apparent why this should work, how can d

reverse a process that used e? And what has n got to do with it? The

answer lies in an elegant theorem known as Fermat’s little theorem: for

any integer a and any prime p, ap � a(mod p). That is to say, if you raise a

to the power p and then divide the result by p, the remainder is a. A

generalisation of the theorem states that if p is prime and m and n are

integers such thatm � n (mod p� 1), then am � an(mod p) for any a. The

magic of RSA happens in the application of this generalisation to the

definition of d in (1). This gives:

med � m(mod p) and med � m(mod q)

from which it follows, although not quite straightforwardly, that:

med � m(mod n)

and hence, readily, from (2):

(continued)

Achieving change through information technology 239



There are, however, some technical issues that need to be addressed. The

aim, actually, is not simply to replace the physical transfer of a script with an

electronic transfer. The aim is also to automate the process by which the

information on the script is inserted into the computer systems at the phar-

macy and at the PPA. There is, therefore, a requirement for a common

terminology to be used in the various systems. At first glance, it would

seem easier to agree on a standard set of terms here than in various clinical

domains tackled in Chapter 9; however, there are still problems because the

terminology used in prescribing is different from that used in dispensing.

The clinician wants to be able to prescribe a drug at a defined dose, and the

pharmacist needs to identify a package on the shelf. Essentially what is

required are two terminology standards: one for the clinician and another

for the pharmacist, and a mapping between the two.

Standards for electronic prescribing

In the USA, the National Council for Prescription Drug Programs has pub-

lished the NCPDP script standard to facilitate the electronic transmission of

information between clinicians and pharmacists19. It is a messaging standard,

supporting a defined number of transactions: new prescription, prescription

change request, refill prescription, cancel prescription, etc. Each message

contains a set of segments: header, clinician segment, pharmacist segment,

patient segment and drug segment. The first four contain the kind of infor-

mation you would expect: for example, the pharmacist segment contains a

standard ID number, name, address, etc.; the drug segment contains a mix of

text strings (indicating drug name, strength and form, and also the patient

Box 14.1 Dual key encryption (continued)

cd � m(mod n)

It is worth noting that the choice of number for d, the private exponent,

is constrained by the values of e, p and q. The values of e and n are public.

So if anyone were to find an easy way of working out p and q, given n, it

would not be too hard to find d, and RSA would no longer be secure. In

the mean time, the prize helps RSA Security judge just how hard it is to

factor the product of two very large prime numbers. Every time someone

factors the RSA challenge number, the company knows that primes used

to create n have to be made even larger. At the time of writing a $20 000

prize is being offered for the factors of:

31074182404900437213507500358885679300373460228427275

45720161948823206440518081504556346829671723286782437

91627283803341547107310850191954852900733772482278352

57423864540146917366024776523466092.

1. http://www.rsasecurity.com/ rsalabs/node.asp?id¼2096

2. http://www.rsasecurity.com/ rsalabs/node.asp?id¼2214
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directions, e.g. ‘one tablet by mouth three times a day’) and standard iden-

tifiers. It is left to implementers to choose whether to transfer ‘Amoxicillinj
chewable tabletj500 mgjby mouthjthree times a day’ or ‘NDC 1234567890

po tid’. The latter is a code that is useful in pharmacy systems, distinguishing

between brands, subforms and packages of the same drug, but which is far too

specific to be of value in clinical systems.

The NHS Information Authority has published a dictionary of medicines

and devices (dmþd)20. The dictionary is based on a model that distinguishes

between the kinds of thing a clinician would prescribe and the kinds of thing

a pharmacist would dispense. The core concepts in the model are:
. ‘Virtual therapeutic moiety’ – the abstract representation of the substance,

formulated as a medicinal product, that a prescriber might intend for use in

treating a patient, e.g. paracetamol.
. ‘Virtual medicinal product’ – an abstract concept capturing one or more

actual medicinal products, e.g. 1% hydrocortisone cream.
. ‘Actual medicinal product’ – a single dose unit of a finished dose form, e.g.

atenolol 100 mg tablets (Alpharma).
. ‘Virtual medicinal product pack’ – an abstract concept representing one or

more equivalent actual medicinal product packs, e.g. generic Estracombi

TTS patches � 8 patches.
. ‘Actual medicinal product pack’ – the packaged product supplied direct for

patient use, e.g. 28 tablets of AstraZeneca Tenormin 100 mg tablets.

Each concept is defined, in the familiar UML terminology, through associ-

ations with other concepts, and each has a set of attributes, including, where

appropriate, a reference to a SNOMED CT identifier.

ETP and decision support

The computerisaton of prescribingmight seem a good idea because of the scope

that it allows for decision support, which in turn would allow for automated

checking for known allergies and drug–drug interactions. It should be remem-

bered, however, that computerised decision support for prescribing is really a

separate issue from the electronic transmission of prescriptions. The provision of

decision support to the prescriber is no simpler because the prescription is sent

electronically from the prescriber’s computer than it was when the prescrip-

tion was printed out on paper. Improved communication between the pre-

scribing GP and the dispensing pharmacist might allow for improved decision

support but that seems unlikely to change the existing situation. The fact that

the prescriptions arrive from the GP’s surgery electronically might reduce the

scope for error at the pharmacy, but achieving that gain depends on how the

new technology is incorporated into the dispensing process.

Conclusion

At the time of writing it is unclear whether Connecting for Health will

be viewed as a success. Significant progress has been made on both the
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Choose and Book and the ETP programmes but much remains to be done.

Success will be a matter not just of good design and engineering but also of

organisational change and straightforward politics. Among the aims of health

informatics researchers is the development of standards and other tools that

could help solve some of the problems, but only some. Health informatics,

however, is a field with broader horizons and longer-term goals than those of

Connecting for Health. Chapter 15, the final chapter, reflects on some of these

and on key topics identified in the course of the book.
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CHAP T E R 1 5

Conclusions

This book presents a brief survey of health informatics. Its organising theme is

a virtuous cycle in which the improved collection of patient data leads to

advances in medical knowledge that are then translated into better outcomes

for new patients, whose data is collected in turn and analysed to allow further

advances. Although the book focuses on the collection, management and

analysis of data, and on tools that give practitioners better access to clinical

evidence and medical knowledge, there is other work that also deserves to be

mentioned. Before reviewing the main themes of the book I want, in this

concluding chapter, to give some pointers to two other areas of health

informatics research: consumer health informatics and health technology.

Consumer health informatics

Most of the work described in this book was done to support clinical work, to

help health professionals deliver care. Increasingly, however, researchers are

considering how health informatics can be applied to help patients look after

themselves. Very often when we are ill, or even when we are quite well but

thinking and making decisions about our health, we do so without directly

involving a health professional. There are good reasons why it is worth

encouraging people to look after themselves; it reduces pressure on profes-

sionals and can also enhance patients’ sense of control over their condition.

There are a variety of ways in which health informatics can help patients as

well as doctors. The following subsections deal with five of these ways: health

information websites, patient access to records, decision support tools, inter-

active health care applications and Internet support groups.

Health information websites

As well as giving clinicians access to the best available medical knowledge, the

Internet can also be used to help patients find information about their

conditions and treatments. There are many examples of such websites, in-

cluding the BMJ Best Treatment Guide to Clinical Evidence1. The issues involved

in designing information sources for patients are very different from those in

designing tools for clinicians. A clinician has to deal with large numbers of

patients, all with different problems, and can spend only a little time

searching for the answer to a question. The situation is reversed for a patient

whose interests are much more focused, and who can invest more time in
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researching a question. In some ways, therefore, designing information

sources for patients is easier than designing them for clinicians. Clinicians,

however, are able to draw on a great deal of useful background knowledge in

searching for information. As experts they know where to look for new

information, and how to assess its quality.

It is extremely easy to publish information on the Web and once informa-

tion is published, it is available to everyone with access to the Internet. One of

the concerns of researchers looking at consumer health information on the

Internet has been how to control the quality of information provided. In one

study of consumer health information a breast oncologist reviewed a sample

of pages from the first 200 websites returned when entering the term ‘breast

cancer’ into Google2. The sample contained 184 sites with information about

breast cancer, 12 of which contained inaccurate medical statements.

There have been at least 13 different initiatives to develop quality and

ethical standards for health information on the Internet3. For example, the

Health on the Net (HON) Foundation, a non-profit organisation established in

1995, and funded primarily by Swiss governmental organisations, proposes

the HONcode, which sets out eight ethical principles, shown in Table 15.1, for

health information websites4. Sites that conform to these principles are

allowed to display the HONcode logo on their pages. Risk and Dzenowagis

argue that any successful quality initiative would require not just a set of

quality criteria but also a credible enforcement initiative3: the Meric et al.

review of breast cancer websites, mentioned above, found that some sites

displaying the HON logo did not comply with the HONcode2.

Recently researchers have begun to worry less about the fact that there is

poor quality information on the Web and to look more carefully at how the

public search for, and make use of, health information. One observational

study, for example, investigated how patients assess the credibility of a site5.

A variety of criteria seem to be used, with professional design being more

significant than the credibility of the organisation responsible for the site. In

fact users seem rarely to check who is responsible for a site and typically

forget from which site they retrieved information. Users generally carry out

multiple searches and look, albeit briefly, at a number of different sites in

attempting to answer a question. The authors concluded that where con-

sumers arrived at the wrong answer having used the Internet, it was because

they had misunderstood information and not because they had been mis-

informed.

Patient access to records

One of the consequences of moving from a paper-based record to an elec-

tronic record is that it becomes easier to share patient data between different

physicians. There are also potential benefits in allowing patients access to

their records. Patients in many countries already have the right to see their

records. Having a right of access, however, is not the same as having access,
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and in practice it is relatively rare that patients ask to see their records. One of

the proposals under the current UK National Programme for IT is the creation

of ‘My HealthSpace’ through which patients will be able to access their

records via the Web6. What might this mean?

A recent reviewof pilot studies inwhich patientswere given the opportunity

to view their records found evidence of modest improvements in doctor–

patient communication, adherence to medication, patient empowerment and

Table 15.1 The HONcode for health information on the Internet.

1 Authority

Any medical or health advice provided and hosted on this site will only be given by medically

trained and qualified professionals unless a clear statement is made that a piece of advice

offered is from a non-medically qualified individual or organisation.

2 Complementarity

The information provided on this site is designed to support, not replace, the relationship

that exists between a patient / site visitor and his/her existing physician.

3 Confidentiality

Confidentiality of data relating to individual patients and visitors to a medical/health website,

including their identity, is respected by this website. The website owners undertake to honour

or exceed the legal requirements of medical/health information privacy that apply in the

country and state where the website and mirror sites are located.

4 Attribution

Where appropriate, information contained on this site will be supported by clear references

to source data and, where possible, have specific HTML links to that data. The date when a

clinical page was last modified will be clearly displayed.

5 Justifiability

Any claims relating to the benefits/performance of a specific treatment, commercial product

or service will be supported by appropriate, balanced evidence in the manner outlined above

in Principle 4.

6 Transparency of authorship

The designers of this website will seek to provide information in the clearest possible manner

and provide contact addresses for visitors who seek further information or support. The

Webmaster will display his/her email address clearly throughout the website.

7 Transparency of sponsorship

Support for this website will be clearly identified, including the identities of commercial and

non-commercial organisations that have contributed funding, services or material for the site.

8 Honesty in advertising and editorial policy

If advertising is a source of funding, it will be clearly stated. A brief description of the

advertising policy adopted by the website owners will be displayed on the site. Advertising

and other promotional material will be presented to viewers in a manner and context that

facilitates differentiation between it and the original material created by the institution

operating the site.
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patient education7. There is also evidence that some patients find parts of their

record difficult to understand. For a few patients the experience of seeing their

record is confusing or upsetting. The benefits seem to outweigh the problems,

however. There are serious issues that still need to be resolved: for example, the

problem of patients discovering ‘bad news’ before a planned doctor–patient

consultation or the risk of losing third-party confidentiality.

The review found many instances where patients identified errors in the

record. One study found 68% of psychiatric patients reported that access to

the record allowed them to correct inaccurate information8. This raises an

interesting point. It is generally assumed that access is read-only. But why

should patients not alter their records? One of the innovative aspects of My

HealthSpace is that patients will also be able to record information, for

example, noting their use of ‘over the counter’ medicines or complementary

therapies. Mandl et al. have argued that patients should be given not

just access to but also control over their records9. They should, it is proposed,

be able to decide who should have access to their data, how it should be

used and also be allowed to annotate and modify the record. Perhaps unsur-

prisingly while patients tend to support the idea of access, physicians have

more concerns and perceive less potential benefit. Winning physicians over

to the idea that patients should have not just access but control may take

some time.

Decision support tools

Tools, such as those described in Chapter 10, that help to elicit patients’

preferences for different possible outcomes and decide on an appropriate

course of action in the light of those preferences inevitably involve the patient

in taking a more active role in the decision. In theory there is no reason why

computerised decision support tools should only be designed for settings

where a clinician is guiding the patient. In some situations, it might well be

more appropriate to make the tool available to the patient so that he or she

can use it by himself or herself. For example, Barratt et al. describe a tool

designed to help women weigh up the pros and cons of breast cancer screen-

ing10. They suggest that the tool could be used by clinicians to help patients

make a choice consistent with their own circumstances and preferences.

However, most women will make this decision without consulting a health

professional, and it is clearly possible to make a version of the tool available

via the Web for women to consult directly.

Schwitzer identified five consumer decision support tools, only one of

which presented information tailored to the individual11. The NexCura Can-

cer Profiler2 elicits information about the user’s diagnosis and test results,

matches it with information about research studies and gives advice on

treatment options and outcomes. At present there are relatively few such

tools but it seems likely that they will become more common.
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Interactive health care applications

Interactive websites can solicit personal details from users and present tai-

lored information that reflects the users’ circumstances. Such interactive

applications have been developed for health care, on CD-ROMs as well

as on websites. Some are intended not just to provide information or

support decision-making but also to have a therapeutic effect. Systems have

been developed for various forms of cognitive behavioural therapy, to help

with depression, insomnia, headache, problem drinking and smoking cessa-

tion12–16.

For example, Clarke et al. have carried out a number of studies of a program

designed to deliver a form of cognitive behavioural therapy that assists pa-

tients with depression12. Unusually this intervention, which is delivered via

the Internet, is ‘pure self-help’: there is no therapist involved. The patient

interacts with the website and thereby acquires skills that help modify be-

haviour and improve well-being. In trials of these kinds of systems ‘guided

self-help’, in which there is limited access to a therapist as well as some form

of computer-based interactive tool, has been found effective, but pure self-

help systems have had little or no impact. Clarke et al. note that in their early

studies it was clear that participants randomised to pure self-help tended to

stop using the site fairly quickly. In this study they incorporated a system of

reminders (either letters or short telephone calls) and found that the impact

of the site was significantly improved.

The idea of using an interactive tool to deliver a health care intervention is

not new. Indeed one of the earliest attempts at artificial intelligence involved

a program called Eliza, which carried out simplistic syntactic analysis of typed

input in order to generate a meaningful reply that would serve to solicit

further input17. The aim was to encourage the user to keep typing, exactly

as a Rogerian therapist encourages patients to keep talking and so reveal their

concerns.

Internet support groups

One of the difficulties with interactive health care applications is the lack of a

human dimension to the intervention. The Internet is, however, as much a

social as a technical phenomenon and many patients have found that they

can use it not just to access information but also to contact other patients with

similar conditions and in similar situations.

Internet support groups represent a form of health care innovation in

which health care professionals play almost no role. They have, however,

been studied in order to assess their impact. Lorig et al. describe a trial in

which patients with back pain were randomly assigned to either an email

discussion list or usual care18. After a year the intervention group were found

to have improved health status and to have made fewer visits to their

physician.
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A review of research in the field identified ten studies of Internet support

groups for cancer patients and noted that six of them dealt with breast

cancer19. The potential benefit of Internet support groups is, however, per-

haps greatest for rare conditions, for which it would not be possible to create a

conventional face-to-face support group. Lasker et al. analysed the content of

messages posted to a mailing list for patients with a rare disease: primary

biliary cirrhosis20. They concluded that the Internet provided a highly valued

outlet, particularly for those who are newly diagnosed and in need of health

information, but that it is an important resource for people at all stages of the

disease.

Health technology

One of the challenges in understanding how to apply IT to the problems

of health care is in keeping pace with progress in the development of the

underlying technology. For most of this book the focus has been on informa-

tion and on software that deals with information; in this section it is on the

technology, on the hardware.

Robots

Themost obviously high-tech form ofmedical hardware is perhaps the surgical

robot. Commercial robots have been around for about 40 years and have been

widely used in industry since the 1970s. They excel at tasks that are repeatable

and that require precision. Although surgery requires precision, each patient is

different, meaning that robots cannot be pre-programmed to carry out an

operation in the way they can be programmed to assemble a car.

Surgical robots now exist for a variety of tasks, carried out with varying

degrees of input from the surgeon. Some robots provide the surgeon with

enhanced access and improved control. For example, to avoid damaging

retinal blood vessels – and inadvertently blinding the patient – an ophthalmic

surgeon must position his or her laser within 25mm of the target. Unaided,

the human hand cannot reliably direct a surgical instrument to within less

than 100mm. To make matters worse the natural motion of the eye means

the target will be moving. Using computer-assisted surgical tools, the motion

of the eye can be tracked and the surgeon’s tremor can be filtered, allowing

the laser to be positioned within 10mm of a target21. Other systems, which

are integrated with imaging systems, operate more or less autonomously

while the procedure is executed. One example would be the CyberKnife

linear accelerator22. The accelerator is used in conjunction with CT and

MRI images taken before the treatment starts. The images are registered

with images taken during the procedure and the results used to control the

robotic arm on which the accelerator is mounted, so that it can adjust, in real

time, to movements in the target, meaning that the patient no longer needs to

be immobilised.
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The next generation of surgical robots is expected to take this integration of

imaging and navigation a step further. Significant progress is also expected in

the miniaturisation of robots. Existing systems augment the performance of

surgeons tackling the kind of procedures that can otherwise be done manu-

ally. Rapidly advancing research in micro-electrical mechanical systems

means that surgeons will soon be able to contemplate surgical manipulations

on the micro-scale, carrying out procedures that are completely different to

those performed today.

Miniaturisation could extend beyond the micro- to the nano-scale, at

which point it is possible to consider robots that could fit inside a single living

cell or travel around the body in the bloodstream. One application of such

nanotechnology would be in the treatment of diabetes: a single implantable

device could not just measure glucose levels continuously but also respond to

the measurements and deliver insulin as needed23.

Telemonitoring

The management of diabetes is already being influenced by the availability

of portable, although by no means nano-scale, glucose meters. The self-

monitoring of diabetes is now common practice24. Patients with hypertension

are increasingly being givenaccess to bloodpressuremonitors at home25.Other

‘telemonitoring’ initiatives have dealt with problems such as heart failure26.

Cappuccio et al. reviewed the research on home monitoring of blood

pressure and found that patients monitoring their blood pressure at home

had better control and were more likely to achieve targets25.

The real promise of this kind of telemonitoring technology is that it allows

patients to become self-managing. There is therefore a strong connection

between this research and consumer health informatics. Self-management

involves not just being able to measure one’s glucose level or blood pressure

but also being able to make an appropriate response to the measurement.

Kelham argues that informed self-regulation is the next step and cites suc-

cessful small-scale studies of self-medication in hypertension and anticoagu-

lation27. In a different study, asthmatic patients who adjusted their drug

treatment using a written plan ended up with improved lung function com-

pared to those whose treatment was adjusted by a doctor28.

Telemedicine

Telemonitoring is just one approach to what is known as telemedicine, the

use of information and communication technology to overcome barriers

associated with distance in the practice of medicine. A nineteenth-century

physician dispatching a letter of advice, or a doctor 50 years ago discussing

a case over the telephone, would have been practising medicine at a distance.

It was, however, only at the end of the 1960s, when the use of television

allowed a doctor to see and hear a patient at a distant location, that a very
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few people began to talk of ‘telemedicine’. In the 1990s, the term became

rather fashionable and a plethora of journals and conferences about teleme-

dicine appeared. Now, however, fashion seems to be moving on.

The availability of cheap computer power and high-bandwidth telecom-

munications networks has made the rapid transfer of digital data part of

everyday life. The term ‘telemedicine’ exists because computer-derived im-

ages transmitted over digital networks have made us think about how medi-

cine might be practised at a distance. But even if it is technology that has

raised the question, it does not follow that technology is, necessarily, the

solution. We have to focus on the underlying issue of how the players

(patients, GPs, specialists) in health care can communicate more effectively,

using the range of technological options open to them. A 1997 review of 80

trials of ‘electronic communication’ with patients found many successful

examples of innovative uses of relatively low-tech telephone services in

counselling, reminders, follow-up and other applications – including consult-

ation services analogous to NHSdirect29.

In contrast, although videoconferencing has become an established tool for

delivering health care in settings where there are sparse populations and real

geographical difficulties, attempts to demonstrate its effectiveness in urban

settings, for example, as a means of improving communication between

primary and secondary care in the UK, have largely failed. In one case,

patients being referred by their GP were randomly assigned to either a

conventional outpatient appointment or to a ‘virtual outreach’ appointment,

in which the patient would return to the GP surgery for a videoconference

with the consultant30. The trial found that patients liked the service but that

consultants were reluctant to rely on the GP’s examination, with the conse-

quence that an additional outpatient appointment was often generated.

Although telemedicine seems to be a less fashionable area of research now

than it was perhaps 10 years ago, there is still some merit in looking at certain

problems in health informatics as communication problems, the solutions for

which will be the design of appropriate communication channels. Tradition-

ally health informatics has focused, as indeed this book has, on systems to

help clinicians manage patient data, process information and access know-

ledge; the development of systems to support effective communication is a

relatively new approach.

Grids

When you look at a Web page, what you see on your screen is the result of

downloading HTML files from another computer. The great thing about the

Web is that you can look at pages without needing to know anything about

the computer on which they are stored. Imagine a network whose users

shared not just HTML files but all sorts of software, data and processing

power. Just as your Web browser conceals all the work involved in
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retrieving files across a network, a different but equally straightforward

interface could execute programs, run database queries and analyse data on

any networked computer and you would see the results without needing to

know which machines performed the operations. Such networks are called

grids. The term was originally applied to what are now called computational

grids: virtual supercomputers in which the processing power of a large num-

ber of machines is aggregated to tackle complex problems. Other forms of grid

have been proposed: knowledge grids – rather like the Semantic Web – that

support knowledge sharing and reuse; and collaborative grids that support

distributed cooperative work.

Grids, in fact, do not require special hardware. The development of grids

requires special software, known as middleware, to allow the networked

computers to be treated as a grid. Grid technology is being applied to the

most computationally intractable and data-intensive tasks facing science.

Many of these problems are in biomedicine and grids are being developed

to deal with them. Examples being considered include the processing of large

numbers of medical images, the execution of simulations modelling complex

processes, large-scale epidemiological studies and data mining in pharma-

ceutical research31.

Clinical work and technological change

The early years of the twenty-first century have seen a shift in the relation-

ship between patients and health professionals, as the former grow more

knowledgeable and more assertive. As the research surveyed above illus-

trates, patients have increasing access not just to better information about

health care but also to software applications and, in some cases, medical

devices that allow them to play an increasingly active role in monitoring

and managing their health. These changes are, of course, not universal: not

all clinical roles are affected, not all patients seek to be more involved in

clinical decisions.

IT changes clinical roles in other ways. Many specialities, such as surgery

and radiology, require clinicians to master increasingly complex and special-

ised tools, and to do so with greater frequency. The discipline of health

informatics is, in part, an agent of technological change, creating new tools

and requiring clinicians to adapt to them. It is, however, in part an approach

to dealing with such change. Research in health informatics aims to under-

stand what is essential about clinical work and to design appropriate tools.

Good design, which includes effective techniques for understanding how

clinical work is carried out and eliciting the requirements for effective clinical

systems, is a crucial element here.

The rest of this chapter returns to the theme of this book – how the effective

management of patient data can be used to improve care – and considers the

prospects for future work.
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The principles and practice of health informatics

Chapter 6 dealt with logic. It might have seemed strange to some readers to be

going back to a field of enquiry that dates back to Aristotle. It certainly seems

a long step from propositional calculus to the kinds of projects described in

Chapter 14, the electronic transfer of prescriptions (ETP), for example. The

significance of logic to health informatics is that it enables computations

(inferences) to be carried out on abstract representations of knowledge (sets

of propositions). Such representations might be termed ‘logical models’. They

include the ontologies described in Chapters 8 and 9 for supporting SNOMED

CT and other controlled clinical terminologies, standards such as HL7 and

projects such as openEHR. The ETP project employs a standard terminology

for pharmaceutical products, the dmþd. The development of such a standard

involves building the kinds of abstract models logic deals with. Incorporating

decision support into ETP requires the representation of clinical knowledge in

the form of logical rules for safe prescribing. The development and application

of such models is the core business of health informatics.

From patient data to medical knowledge

Developing tools to support the three grand challenges identified in Part 1

involves applying these modelling techniques to a range of problems. Build-

ing systems to support the first challenge – improving the recording and

management of patient data – involves working with controlled clinical

terminologies to ensure that information is recorded consistently. This is

important if data are to be aggregated for audit, or to support management.

It is also important if the data are to be shared, for example, between primary

and secondary care providers. The sharing of patient data can also require the

use of messaging standards such as HL7. The next section describes a project

in which data recorded using a controlled clinical terminology are analysed to

tackle the second grand challenge – using patient data to extend medical

knowledge.

General practice research database

In the late 1980s, a number of companies were set up to sell various forms of

IT solution to general practitioners. One, VAMP Health, had a particularly

attractive business model in that GPs were provided with free software and

hardware on the condition that they provide VAMP with data about morbid-

ity, drug prescribing and side-effects. VAMP hoped to make a profit by selling

the data to the pharmaceutical industry but in 1993 ownership passed to

Reuters Health Care who donated the database to the Department of

Health32. The General Practice Research Database (GPRD), as it is now

known, is administered by the UK Medicines and Health Care products

Regulatory Agency (MHRA) and is now the largest and most comprehensive
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database of its kind, containing records from a total of 9 million patients, from

almost 400 primary care practices33. Over 400 publications have reported

research carried out using the database.

By way of an example of the kind of research that can be conducted with

the database, take a recent paper from a well-known journal. Cleary et al.

carried out a study in which 4709 individuals with idiopathic epilepsy begin-

ning after the age of 60 years were identified from the GPRD, and 4709

matching controls were selected, in order to test the hypothesis that late

onset epileptic seizures is a predictor of stroke34. The authors report that

there were 471 strokes among patients in the study cohort (10.0%) compared

to 207 in the control group (4.4%), an absolute difference of 5.6% (95% CI

4.6–6.7). The study provides pretty striking evidence of an effect and suggests

that a patient who first has seizures late in life is at increased risk of stroke

and, the authors argue, should be screened for vascular risk factors and

treated appropriately.

This kind of retrospective review is considered methodologically inferior to

prospective trial, since the data were not collected specifically in order to

answer this question. There might, for example, be a bias whereby the data

on patients who had had seizures were more complete than that for the

controls (although in this case the experimenters offer some guarantees that

this was not so). However, the increasingly restrictive regulatory framework

for clinical research means that the use of archive data is highly appealing.

There is a limit on the kind of research that can be done with the GPRD,

because there is a limit on the amount of data that is recorded for the patients

it contains. There is a great deal of valuable detail about prescriptions, refer-

rals, immunisations, tests results and some lifestyle information. Free text

information is also available. In practice, however, most research will be done

using the coded data about the patients’ diagnoses, symptoms, procedures

and medical history, and therefore can only be analysed at the level of detail

at which GPs record information using clinical codes.

CLEF

Another approach to creating an archive of clinical data for research purposes

involves the analysis of free text. Progress in programming computers to

understand ‘natural’ language has been much slower than the early pioneers

of artificial intelligence anticipated. There has, however, been progress, and

within circumscribed domains computers can be used to identify concepts

from passages of free text. Some researchers are now applying this technology

to analyse patient histories and reports in order to extract the kind of infor-

mation that clinicians have not, up to now, recorded using clinical codes. The

Clinical eScience Framework (CLEF) is using grid technology to create an

archive of patient data that can be used to answer research questions35.

A key difference between CLEF and the GPRD is that CLEF uses natural

language processing technology to extract key concepts from narrative entries
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in the patient record. This is held to be tractable in part because CLEF deals

only with cancer patients and therefore has to handle only a very limited

range of language, dealing with a well-defined list of possible events. Another

important point is that most events are described by multiple reports, which

helps enormously in the resolution of ambiguities. The aim of CLEF’s natural

language processing is to assemble a chronicle that is drawn in part from the

structured data items on the record, in part from the analysis of free text and

in part from inferences drawn from this information. The set of patient

chronicles will, it is hoped, allow researchers to answer significant questions

about cancer and the effectiveness of cancer treatments.

Automated information extraction

If natural language processing can be made to work, and if it is being applied

not just in CLEF but in a range of projects, then we can expect to see a

dramatic shift in the scope and ambition of health informatics. A whole set of

applications will become possible, including some that address the third of

our grand challenges. Just as it will become possible to derive new knowledge

from the information currently concealed in unanalysed text, it will become

possible to answer queries by extracting existing knowledge from conven-

tional texts. Already projects are attempting to use specialised knowledge of

molecular biology to allow the automated analysis of scientific knowledge36.

It is hard to assess the likely impact of this research, and given the history of

the field a conservative estimate is probably prudent but it is one area where

the dramatic changes that the IT industry has seen over the last 10 years –

huge increases in the amount both of accessible electronic text and of com-

putational power with which to process it – might make a real difference.

Conclusion

Presenting the aims of health informatics as a set of grand challenges

might seem to suggest that these were problems for which a researcher might

find a solution. That probably is not the appropriate way of looking at them.

Each of the many different projects mentioned in this book is an attempt to

solve part of the problem, to make a piecemeal improvement that will contrib-

ute to a process by which the delivery of health care is improved through the

more intelligent use of IT and the more effective management of information.

Achieving these improvements will, in practice, require more than just

successful academic research. The literature reviewed in Chapters 12–14

addresses some of the difficulties associated with organisational change.

One reason for writing this book is that if these difficulties are to be overcome,

health care professionals must acquire a greater understanding of health

informatics, if they are to help improve the organisation and practice of

health care in a technologically advanced and information-rich society.
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