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الملخص:
تعــرف الأنظمــة الموزعــة علــى أنهــا عبــارة عــن مجموعــة مــن الأنظمــة المرتبطــة مــع بعضهــا البعــض مــن خــال 
طبيعــة شــبكية تســمح لهــا مــن تشــارك المــوارد فيمــا بينهــا مــن خــال إرســال الرســائل. حيــث يعتبــر حجــز المــوارد بتلــك 
الأنظمــة مــن اهــم الركائــز الخاصــة بهــا، وذلــك مــن خــال خدمــة النظــام لذاتــه أو مشــاركته بعــض الخدمــات والطلبــات 
مــن الأنظمــة الأخــرى المتواجــدة بالشــبكة المرتبطــة بينهــم. فمــن خــال اســتخدام مفاهيــم الــذكاء الاصطناعــي يمكــن تقديــم 
مفهــوم ذكــي لإدارة أوليــة حجــز المــوارد بهــذه الأنظمــة. بحيــث يمكــن معالجــة أحــد اهــم القصــور فــي جدولــة الأولويــات 
الا وهــو تجويــع المهــام ذات الأولويــة المنخفضــة. لــذا، تعــرض هــذه الورقــة العلميــة طريقــة ديناميكيــة تعتمــد علــى الــذكاء 
الاصطناعــي للتخفيــف مــن مشــكلة التجويــع الحاصــل لتلــك المهــام. حيــث أظهــرت نتائــج المحــاكاة التــي تــم علمهــا تفــوق 

الطريقــة المقترحــة بهــذه الورقــة علــى الطــرق التقليديــة الســابقة.

الكلمات المفتاحية: الأنظمة الموزعة، حجز الموارد، جدولة، النظام الذكي، الذكاء الاصطناعي. 

Abstract:
A distributed system is a group of systems connected together through some network topology. The resource 

allocation is critical in such systems, as a single system must serve itself and the requests from other systems 
present in the network. The art of work presents different methods such as priority scheduling, global and local 
information, by passing messages and utilizing the tradeoffs of system parameters to allocate the resources in 
distributed systems. However, these methods may not be efficient as global and local information requires a 
regular update, passing messages may be complex in large networks and tradeoff consideration limits the system 
utilization. In this paper, a modified priority-based resource allocation technique that uses artificial intelligence is 
presented. The main shortcoming of priority scheduling is a low priority task starvation. In the presented approach, 
a dynamic artificial intelligence algorithm is used to overcome the starvation problem. Simulation results show that 
the proposed technique outperforms conventional techniques.

Keywords: Distributed systems, resource allocation, scheduler, smart system, artificial intelligence.
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1.Introduction:
A distributed system (DS) is a network of systems connected through different topologies. 

These systems share resources located in different portions of the network, e.g., hardware 
resources such as printers and software resources such as data files. They interact with each 
other by passing messages. A distributed system has high speed as it can process the task 
(jobs) concurrently. Thisenhances the system’s performance as traffic is shared among the 
systems connected to the network. DS is reliable as they can resist a single point failure, i.e., 
systems in the network are relatively unaffected if one system fails. Openness, transparency, 
and resource sharing are the primary characteristics of a distributed system. Resource 
allocation in such systems is difficult as data is updated frequently, and each system must 
serve itself as well as requests from another system.

The present literature addresses this issue with various algorithms. These algorithms 
are based on priority scheduling, local/global decision making and considering the 
tradeoffs between system parameters are used to efficiently allocate resources. However, 
these techniques may require regular updates, maintenance, and limit the resource avail-
ability period. In this paper, a modified priority-based scheduling method is developed to 
mitigate the shortcoming of priority scheduling, i.e., starvation of low priority tasks and 
also no tradeoff and updates are required to allocate the resources in a distributed envi-
ronment. A smart scheduler with a feedback mechanism (FBM) is added to the priority 
scheduler to monitor the arrival times, burst time, and waiting times of various tasks in the 
ready queue. The time threshold value is defined in the feedback system, beyond which the 
task is subjected to starvation. If the waiting time for a task is equal to or greater than the 
FBM threshold, the task is designated to be a high priority task and is executed first, i.e., 
the task is not made to starve. The proposed approach is dynamic and can accurately allocate 
resources to various tasks. The rest of the paper is organized as follows: Related work is 
discussed in Section 2 and the proposed approach is presented in Section 3. Simulation 
results are presented in Section 4 and the paper is concluded in Section 5.

2. Related Work:
Previous research has focused on allocating resources efficiently and preventing task star-

vation. Ivor et al. [1] developed two algorithms based on local messages and global queuing 
that rely on polynomial wait times. However, these algorithms create complexities in passing 
messages due to the polynomial dependence on large networks. The authors in [2] discussed 
various resource allocation techniques for a distributed system. They also classified sys-
tems and extracted a common basis for various algorithms. Kandan and Manimegalai [3] 
designed a resource allocation and management technique for use in a distributed envi-
ronment. In this approach, global and local managers are used to evaluate requests for 
resources. This process may be complex as evaluation and regular updating is required 
for resource allocation. Zoghdy et al. [4] discussed an algorithm in which resources are 
allocated based on the ratio of occupation of resources and the cost of communication. 
Nevertheless, this approach may fail to handle multiple points of failure.
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Kaushal [5] presented a mathematical model for resource allocation in a distributed 
system that uses the tradeoff between file database and computer networks. The author 
designed a heuristic format for allocating database files and generating reports simulta-
neously. Di and Baochun [6] developed an iterative technique using an asynchronous 
algorithm to allocate resources and prevent complex messaging interactions among sys-
tems in the network but the application of this approach is restricted by the sensitivity 
of gradient method used. Bandaru [7] discussed a game theoretic approach of nonco-
operation to allocate resources in distributed systems. The method is cost-effective as 
it takes into account the present state of the resource instead of the cost to improvise 
fairness. Haluk et al. [8] discussed two scheduling algorithms (heterogeneous earliest 
finish time (HEFT) and critical path on a process (CPOP)) to reduce complexity and 
effectively allocate resources.

Joel et al. [9] presented a scheduling optimizer for distributed application (SODA) 
technique to handle the optimization complexities in real-time and simultaneously 
maintain system scalability. However, there is a limit as there is a tradeoff between task 
allocation and resource allocation. Piotr [10] discussed a game theoretic approach for 
resource allocation in distributed systems using the cooperative and non-cooperative 
properties of the system. However, a backup system is needed to replicate information, 
and the approach may not be suitable for handling the updating process after each exe-
cution of remote tasks. Yun et al. [11] developed an algorithm based on digraph varia-
tion to efficiently allocate the resource based on local knowledge. However, it requires 
regular information regarding the surplus vector used in the algorithm. Zbigniew [12] 
proposed an approach for resource allocation in a distributed system based on a utility 
function for global optimization. However, the assumption that the utility function takes 
different forms may not be true. Ramirez and Martinez [13] discussed two resource 
allocation algorithms to globally optimize cost. However, the algorithm to the solution 
converges only when the steps size selected for discrete time multiple agents are small. 
John and Paul [14] presented a distributive algorithm with the real-time response using 
a probabilistic model for resource allocation in distributed systems. Mohammad Asad 
et al. [15] proposed a framework for resource allocation in cloud computing based on tai-
lored active measurements. However, this method requires more effort to make the approach 
predictive and responsive to concurrent changes in decision values. Arun Sukumaran Nair 
et al. [16] presents a comprehensive review on multi-agent systems for resource alloca-
tion and scheduling in a smart grid, although the presented approach increased complexity 
by creating multi-agent systems during resource allocation, which may not provide an opti-
mum solution for multiple tasks with a finite number of systems. Aurélie Beynier et al. [17] 
investigated sprite issues in distributed systems using dynamic and partial observations. 
However, owing to mathematical complexity, this approach may not provide optimal 
use in distributed resource allocation systems. All the above approaches are depending 
on global/local information, which requires a regular update of data at frequent time 
intervals and tradeoffs between the system parameters that create complexities and lim-
its the resource availability time. In the presented approach, a dynamically prioritized 
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resource allocation method is introduced using artificial intelligence, which does not re-
quire any local/global information that needs a regular update and tradeoffs that restricts 
the system performance. The proposed approach mainly requires the task priority arrival 
time in the ready queue, waiting time in the ready queue and the task deadline to be pro-
cessed. The smart system will be monitoring the tasks in each queue and is responsible 
to move the task from the queues to its execution if the threshold value is reached. If the 
threshold value does not exceed then the tasks are executed as per the priority assigned 
to the scheduler.

3.Proposed Approach
In the proposed approach, a modified priority scheduling mechanism is designed using 

artificial intelligence. The incoming tasks are given priority (i.e. high, medium, or low) based 
on resource requirements that depend on user considerations for example as in [18 and 19].  
The arrival, burst, and waiting times of various tasks are monitored. Tasks are processed 
according to their assigned priority. However, if high priority tasks are present then some 
of the medium and low priority tasks are subjected to starvation. A feedback mechanism is 
designed to prevent task starvation and allocate the resources dynamically. A block diagram 
of the proposed mechanism is shown in figure 1.

Let QH, QM, and QL be high, medium, and low priority queues, let BH, BM, and BL be the 
high, medium, and low priority buffers, and let WTHi, WTMi, and WTLi be the high, medium, and 
low priority waiting times for the ith task, respectively. Let αi, βi, and µi be the threshold value 
of the ith task with high, medium, and low priority, respectively, where i= 1, 2, 3…. N. These 
threshold values (i.e., αi, βi, and µi ) of tasks are considered fairly less than the starvation time, 
where the task is in the starvation state before the application of the smart technique.

Fig. 1: Block Diagram of Proposed Approach
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The anticipated starvation time depends on its waiting time in the ready queue and 
its deadline for being processed. These two parameters are different for different tasks. 
The threshold value depends on these parameters. The smart system model applied to 
the priority scheduler is shown in Figure 2.

The following are the steps of the proposed approach:
Step 1: The incoming tasks are given priority by the priority scheduler.
Step 2: The prioritized tasks are monitored and their arrival and waiting times are noted 
along with the deadline of each task.

Fig. 2: Smart system Model Applied to the Priority Scheduler

Then the tasks are executed as per the priority assigned to them and if the waiting 
times are:

WTHi, WTMi, and WTLi ≥ αi, βi, and µi (respectively)

Then the task, which exceeds the threshold value, is given the highest priority irrespective 
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of the priority assigned by the scheduler and is executed first. Note that priority scheduling 
is pre-emptive and buffer queues are allocated to each of the primary queues (that are the 
queues in which tasks are placed after prioritizing) to make the migration of tasks easier and 
efficient from processor to the queue and vice versa.

The queues of the given priorities are checked and the highest priority tasks are given 
to the processor for execution. Then, each priority buffer is = checked for the threshold 
time. If the waiting time of the task is less than the set threshold value, then that task is 
given to the priority scheduler for execution. Furthermore, if the waiting time of the task 
is equal to or greater than the threshold value, then that task is given the highest priority 
and is executed first. Each task has its = threshold value in each of the respective priority 
queues according to the burst time of the task. Therefore, tasks are dynamically assigned 
to the CPU based on their assigned priority and threshold values.

4.Simulation Results:
The proposed approach is validated using the GridSim v4.0 simulator [20] as it is 

compatible with the resources of heterogeneous systems, users, and resource load bal-
ance, which are used to validate resource allocation techniques. The grid information 
services present in this tool kit provide information on the resources and make them 
available at the time of the simulation. GridLetobjects in GridSim give information re-
garding task management and execution. Simulations were on a PC with Windows XP, 
2GB RAM, and a 3 GHz dual-core processor. The spectrum speeds of low capacity and 
high capacity links varied from 60Mbps to 120 Mbps, while those between low capacity 
links were set to 10Mbps.

Fig. 3: Task arrival rate versus overall response time

The proposed resource allocation approach is compared with those presented by 
Asad [15] and Nair [16]. Figure 3 shows the overall response time concerning the task 
arrival rate. One can see that the presented approach provides better response time com-
pared to existing approaches. The presented approach runs on a modified dynamic pri-



سعود العتيبي: الجدولة الذكية لتخصيص الموارد ذات الأولوية في الأنظمة الموزعة 

27                                    مجلة جامعة أم القرى للهندسة والعمارة - المجلد العاشر – العدد الأول – محرم 1441هـ – سبتمبر 2019م. 

ority mechanism, which improves the task response time and maximizes the resource 
allocation throughput.

Fig. 4: Number of tasks versus fairness

Figure 4 shows the system fairness concerning the number of tasks. One can see 
that the proposed approach is fairer when compared to other approaches. The proposed 
approach is dynamic and can efficiently allocate resources with respect to time as the 
smart system with the feedback provides the time information required (waiting time, 
burst time and task deadline) for the execution of high priority task and avoiding low 
priority tasks starvation without any delay.

Fig. 5: Number of tasks versus throughput

Figure 5 shows the task throughput concerning the number of tasks in the distributed 
system. This figure shows that the throughput provided by the proposed approach is higher 
than that of other approaches as the tasks are given priorities based on the waiting time 
(in the ready queue) and the deadline of each task (refer figure 2), which reduces task 
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starvation, in particular, the low priority tasks as they are in general subjected to starvation.

5.Conclusion:

Resource allocation in a distributed system is crucial as these systems share either hard-
ware or software resources with other systems present in the network. The proposed approach 
dynamically allocates resources based on priority and threshold time values associated with 
various tasks. Task starvation never occurs as the task gets executed before starvation. The 
presented approach is optimized and improved the results in comparison with the conven-
tional techniques as the threshold time is set based on the waiting time of the task and its 
deadline to get processed. This is in contrast to previous techniques, where a fixed time 
interval is defined for a task to increase its priority (by 1 in each interval) and prevent task 
starvation. The simulation results show that the proposed technique enhances the system’s 
performance in terms of fairness, throughput and overall response time.
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