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ABSTRACT
This paper presents a new algorithm for color imégsed steganography. Our
algorithm adaptively determines the number of demressage bits that each pixel of
cover image can store based on a partition schénhe eange of color intensity. This
vibrant scheme is found to offer high capacity aedurity for the cover media. We
also introduce a new approach for spreading theesetessage over the whole cover
image to reduce distortion in the resulting stagage. This data-spreading technique
can be extremely effective in improving the segqumtf the stego-system. The
proposed method adaptively selects the best parsitheme of color values to spread
the message most and increase security. Experimamalysis shows the

effectiveness of our algorithm with very attractresults.
Keywords. Data Hiding; Data Spreading; Image Steganography.

INTRODUCTION

Steganography deals with embedding information givan media (called cover
media) without making any visible changes to itoffxs and Honeyman 2003). The
goal is to hide a message within the cover medih ghat the existence of the
message is concealed. Steganography research iffeesentl cover media such as
texts, sounds, video clips and images. In this pape consider color images as the
cover media. There are many applications of stegaphy (Anderson and Petitcolas

1998, Cox et al. 2007), like hiding copyright infaation, avoiding snooping while
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communication, data encapsulation (e.g. explanatafgrmation within X-ray
images), copyright protections, digital watermagkeic.

From algorithmic point of view, any steganograplyoathm aims to achieve two
goals: high security and high capacity (Parvez @otub 2008). High security means
to have less distortion, both visual and statiftiemd to make the data storage
locations in the stego file not guessable. Highac#p means that the algorithm
should ensure a minimum capacity for a particutarec image and should be able to
hide as much information as possible without insie@ the distortion. In this paper,
we introduce a novel algorithm for image basedategraphy which achieves both
of these goals. High capacity is achieved by adalytiselecting the number of bits to
store in a pixel of the cover image. We also iniice a very effective idea for
reducing distortion in the stego image: data spnead

There are a number of algorithms for image basedastography (Gutub et al.
2008, Chang et al. 2006, Chen et al. 2009, Cheid,20Ben 2008, Li et al. 2006, Liu
and Liao 2008, Noda et al. 2008, Sur et al. 2009,atval. 2010, Yu et al. 2008, Yu et
al. 2005). Johnson et al. (1998) discusses thrgaulpo methods for image
steganography: LSB insertion, masking and filterngl algorithmic transformations.
LB insertion is a simple approach but vulnerable to even atsilghge manipulation.
Masking and Filtering hides information by marking an image, in a marsaerilar to
paper watermarksAlgorithmic Transformation techniques like redundant pattern
encoding, encrypt and scatter etc. exist whichdiferent approaches for concealing
messages. Imedundant pattern encoding, a small message may be painted many
times over an image so that if the stego-imageadpped, there is a high probability
that the watermark can still be read. éncrypt and scatter the data are hidden
throughout an image. Scattering the message mak@pear more like noise. Bailey
and Curran (2006) evaluates seven different imagged steganography methods
namely Stegolbit, Stego2bits, Stego3bits, StegedbtegoColourCycle, StegoPRNG,
StegoFridrich.

Gutub et al. (2008) describes the pixel indicagmhnique. It uses the two least
significant bits of one of the channels from Rede&h or Blue, as an indicator for
existence of data in the other channels. The itglicdnannels are chosen in sequence,
with R being the first. The disadvantage of thigoaithm is that the capacity depends
on the indicator bits. Moreover, the algorithm uadsxed number of bits per channel

to store data.



Page3 of 15

There are also a number of image based steganggpaptiucts, like EzStego, J-
Steg, F5 and S-tools. Most of these tools use Jidt&@es as the cover media since
JPEG images requires less transmission bandwidiHess storage space. However,
using uncompressed images (like BMP) offer potégtiasigher visual redundancy
and may have larger capacity. In addition, the atwef high speed Internet
overcomes the problem of larger transmission badithwiequired for uncompressed
images. Therefore, in this paper, we focus on Iptimeages as the cover media.

The proposed algorithm falls in the category of L&Blacement algorithms. The
main disadvantage of the LSB replacement algoritenthe vulnerability against
adversary attack arsieganalysis, like thechi-square attack (Westfeld and Pfitzmann
2000). Our algorithm utilizes several novel apphesc to overcome the
vulnerabilities of LSB algorithms. The proposed hwoet uses color intensity values of
the different channels of a pixel to decide the bemof bits to store in that pixel,
rather than storing a fixed number of bits per piXdoreover, our algorithm
dynamically spreads out the secret message throtighe cover image as much as
possible to obtain visual imperceptibility, whighturn ensures higher security.

The proposed method utilizes the idea of a pamtisoheme (Parvez and Gutub
2008) of color intensity to determine number okl store in a pixel. However, the
method by Parvez and Gutub (2008) is limited iriase that the sender and receiver
must agree on a partition scheme and it utilizdg arportion of the cover image to
hide the secret message. The proposed algorithptiaely selects the best partition
scheme for a given cover image and secret daiaeH a statistical method to estimate
the capacity of the cover media and determinebdise partition scheme. The selected
scheme ensures that the secret data is spread abmgover image and reduces
distortion. Tests and experimental results show tha algorithm performs much
better compared to the existing algorithms.

The rest of the paper is organized as follows. i8e@ describes the proposed
algorithm. Section 3 deals with the experimentaules. Finally, section 4 is the

conclusion.
PROPOSED ALGORITHM

In this section, we describe our novel algorithnr foolor image based
steganography. We describe our method for RGB ismdbg#maps). However, the

algorithm can be adapted to other color imageseadls w



Paged of 15

Partition Scheme Approach

We first briefly describe the use of partition scfeeto adaptively select the

number of bits to be stored in a pixel. We cals thigorithm as thbasic algorithm.

A partition scheme is defined as a monotonically decreasing sequpmavhere

i = 1 to 8. Assume that the color intensity of a ctednsc. Then, that channel with
value c storesi number of data bits i€ >= & and for allj, wherej <i, c < g. For
correctness of the algorithm, we only use validipans schemes. We definevalid
partition scheme as follows: leg] be a partition scheme where lowdsits ofg is all
O's. Let pi], with i = 1 to 8, be another sequence, whgres generated by setting the
lower i bits of g all to 1's. Ifa > bi+;, andi = 1 to 7, thend] is avalid partition
scheme. This simple condition ensures that the saumabers of data bits are read
from a channel in the receiver’'s side as storetthénsender’s side. This is explained
as follows.

Let [a] be a valid partition scheme. Assume that a chigimgensity valuec >=

a and for allj, j <i, c < &. Assume that the lowebits of that channel are all changed
to 1 (the extreme condition). Let the resultingeimgity value for this channel loé.
The condition for valid partition scheme ensures ¢f>= g and for allj, j <i, ¢ <4,
Thus the correct number of bits will be retrievédh@ receiver’s side.

Using a partition scheme to store secret datacgover media is summarized as

follows:

« Use one of the three channels as the indicator.ifdieator sequence can be
made random, based on a shared key between sentercziver.

» Data is stored in one of the two channels othar tha indicator. The channel,
whose color value is lowest among the two chanotisr than the indicator,
will store the data in its least significant bits.

» Instead of storing a fixed number of data-bits gleannel, variable number of
bits are to be stored depending on the color vafuiae channel. The lower
the value, the higher the data-bits to be stordckrdfore a partition of the
color-values is needed. Through experimentations, show that optimal
partition may depend on the actual cover image.used

* To retrieve the data, we need to know which chastweks the data-bits. This
is done by looking at the least significant bitstleé two channels other than

the indicator:
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o If the bits are same, then the channel following itidicator in cyclic
order stores the data.
o Otherwise, the channel which precedes the indicataryclic order
stores the data.
Here, the cyclic order is assumed to be R-G-B-R-@naB so on. The appropriate
bits can be set while the data is stored. Note th& assumed that a shared key is

already agreed upon by the two parties and a palitition scheme is selected.

82 45 91

2 82 45 91
3 01010010 45 01011011

4 01011101 45 01011011
93 45 91
5 01011101 45 01011010
Figure 1: lllustration of hiding data bitsinside a pixel.

Figure 1 demonstrates one example of storing diégairb a channel. The three
channels R, G, and B contain values 82, 45, andin9dtep — 1, the indicator channel
(here G) is known from the indicator sequence gerdrfrom a shared key. In step —
2, the data channel is chosen. Since channel fhedswer value among channels R
and B, channel R is chosen to store data. In ste@pnamber of data bits to store in
the lower bits of channel R is determined from ¢herent channel R value (here 82)
and the agreed partition scheme. In the exampie, ltaver order bits of channel R
are used to store data. Step — 4 stores the datan lthe lower four bits of channel R.
After we store the data, the lower four bits of i@l R change from 0010 to 1101.
This change depends on the actual data value stangd. After storing the data bits,
the value for the channel R changes to 93, whichois greater than the value of
channel B (91). This will create confusion whildrieving the data, if the receiver
uses the same rule as the sender for selectinghtrnel to store data. Therefore, to
retrieve the data correctly, the LSB of channe$ Bniodified to 0, so that the LSBs of

channels R and B do not match. While retrieving, téceiver checks the LSBs of
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channels R and B and selects R, since the LSBsasfiel R and B don't match and R

precedes the indicator channel G in the cyclic eage of channels.
Data Spreading using Adaptive Partition Schemes

The basic algorithm described above guaranteesnanmmin capacity for every
cover image depending on the color intensity wittme channel to hold secret data.
The basic algorithm works only after a partitiohame is selected. In this section, we
describe the method to select the best partitiberse for a cover image. Our method
effectively selects a partition scheme that adaptigpread the secret across the cover
image to obtain less distortion.

The selection of the best partition scheme is aptishred as follows:

» Define multiple partition schemes, each allowinffedent maximum number
of bits to be stored per channel. For example,parétion scheme may allow
changing up to 5 bits per channel, whereas anstttegme may allow storing
only 2 bits of data per channel.

* The partition scheme is chosen adaptively basethercover image and the
data file. No pre-agreed partition schemes betvgeener and receiver.

» Since different partition schemes would use diffiérzactions of the cover
image to store data, the partition scheme whicks asximum number of
cover image pixels will be selected.

» Since partition scheme is chosen adaptively, tbgostile will contain enough
information to retrieve the partition scheme usEde first few pixels of the
cover image will store the partition scheme.

Figure 2 shows the flow charts of the encoding aedoding steps when a

partition scheme is adaptively selected.

An important part of our algorithm is the statiati@stimation of the maximum
number of bits that can be stored for a particpkatition scheme and a given cover
image. Assume that the partition scheme is giveeljywhere i = 1 to 8; a pixel in the
cover image can take any value from 0 to 255 witifioum probability. We estimate
the maximum capacity of that cover image for thagtiion scheme by calculating the
ratio f;, which represents the fraction of the range oti@slfor which lower bits of
the cover image channel will be modified by theadaits. The estimation d&ffrom g

is performed using the following formula:
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256-3,

f,=
256

f=32"8 =5 3
25¢

Then, the maximum number of bits, which can be stored in the cover image

using this particular partition scheme, can bemesttd using the following formula:
C:LiifiSJ
i=1

HereSis the number of pixels in the cover image.

‘ Data Encoding ‘

Cover Image, Data
File, Key and List of
Partition Schemes

f
Statistical Estimate of

Capacity for the cover
image and partition scheme

| DataRetreival |

Stego File, Key

Retrieve the header info and ‘

partition scheme

v

Decode the data using RGB
Variable Bits Algorithm

Is there remains Define new partition with
usable partition? No—»

higher capacity

A 4

Yes

Store the data and exit

Choose the partition with
highest capacity

v

Encode using RGB Variable
Bit Scheme

Encode
Successful?

Yes

v

Encode the partition in the
cover image

v

Encode other header info in
the cover image

Transmit stego file

Figure 2: Encryption and decryption steps when a partition scheme s selected
adaptively; datais stored using the basic algorithm.

EXPERIMENTATIONS

In this section, we demonstrate the effectivenebsowr algorithm through

experimental analysis. The experiments measurditfezent aspects of the algorithm
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as follows. We measure the capacity that a padicabver image can offer. Here,
higher capacity means that lower fraction of theecamage is utilized by a data file,
while maintaining high level of security, comparéa other similar algorithms.

Statistical measure of distortions is carried dtwbaigh Signal to Noise ratio (PSNR)
analysis. Effectiveness of the statistical estiorei of the capacity of a particular
cover image is measured. For this purpose, we atdithe capacity of different cover
images and evaluate the estimations by measursn@dtual number of bits required
to store the data files.

Figure 3 shows the different cover images usedumeaperimentations. Figure 3
(@), (c) and (d) are bitmaps with resolution 64080, while the resolution for Fig.
3(b) is 640 X 427, for Fig. 3(e) is 300 X 300 and Fig. 3(f) is 497 X 480.

(d)

Figure 3: Bitmap images used in the experimentations. (a) forest, (b) fruits, (c)
desert, (d) geometry, (e) palm-tree and (f) baby-dish.

The Basic Algorithm

First, we show the capacity utilization by the baaigorithm for a particular data
file. Here, it is assumed that a particular pamitscheme is already selected. The data

file selected for this analysis is shown in Fig. 4.

Figure4: lllustration of adata file: image sizeis 150 X 117, bit depth: 24.
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Figure 5 shows the stego files for four differeattgion schemes. The value of
the key is 17 (chosen arbitrarily for simplicitynda the indicator sequence is
generated randomly using this shared key.

I
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=

Pixels utilized in cover media: 50939 Pixels utilized in cover media: 41061
Partition Scheme: [256, 256, 0, 0, 0, 0, 0, O] Partition Scheme: [256, 256, 96, 0, 0, 0, 0, O]

(a) Constant 3 bits per channel

(b) 3 to 4 bits per channel
- 7
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s
Ex
=
o
ol

100 200 300 L S 600

Pixels utilized in cover medi&88364 Pixels utilizeg in cover mediz:857591 ”
Partition Scheme:[256, 256, 256, 0, 0, 0, 0, 0]  Partition Scheme: [256, 256, 256, 48, 0, 0, 0, 0]
(c) Constant 4 bits per channel (d) 4 or 5 bits per channel
Figure 5: Stego file for four different partition schemes using the basic algorithm.
Table 1 shows the comparative results of our agariwith the pixel indicator
technique (Gutub et al. 2008).

Table 1. Comparison of performance of two steganogr aphy algorithms.

. Number of pixels of Number of pixels of
Technique NLloE? @F data_ el cover media utilized cover media utilized
per channel (bits) "
(pixels) (per centage)
3 50939 16.58%
Our Basic 3or4 41061 13.37%
Algorithm 4 38364 12.49%
4or5 35791 11.65%
. 2+2 77578 25.25%
Pixel
Indicator 3+3 59051 19.22%
4+4 44687 14.55%

The second column of Table 1 lists the number tf bf a particular channel
modified to store the data bits. Haret m (Table 1, second column, related to Pixel

Indicator) means that two channels of a particplael are used for storing data and
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each channel stores data bits. The percentages shown in the last golisn
calculated as the ratio of the number of pixelshef cover image utilized to store the
data and the actual number of pixels in the originaer image.

Table 1 clearly shows that, intensity based vaeiddils algorithm performs better
than the pixel indicator algorithm in terms of ceipa utilizations. For comparison
purpose, we have modified the pixel indicator alfon to store up to 3 or 4 data bits
per channel. But this modification leads to visdadtortions to the cover image
making it unpractical for other than comparison andly usage.

Our algorithm ensures a minimum capacity for anyecdmage, whereas for pixel
indicator method may sometimes become very low.aAsexample, for the cover
image of Fig. 3(d) and data file of Fig. 4, ouga@ithm uses only 16.5% of the
capacity of the cover image (fixing 3 bits data pkannel), whereas pixel indicator

method is not able to store the data file due pacey shortage!
Adaptive Partition Scheme

The idea of data spreading is incorporated in ordghm by adaptively selecting
a partition scheme. We allow a set of partitionesnbs to be used in a communication
scenario and the 'best' partition scheme is seleatiaptively to obtain the lowest
possible distortion. Here, th®est partition scheme is the one which allows the data
file to utilize the capacity of the cover image msich as possible. To keep the
algorithm simple, we assume that a set of partgicmemes is defined beforehand in a
particular communication scenario. The best schésneselected based on the
statistical capacity estimation formula as defipegviously.

In our experimentations, we use the following sktpartition schemes, from
which the best partition is chosen at run time. Pheitions are ordered in a sense
that the partition with lower number will use thigher number of pixels of the cover

image.

Table 2: Partition schemes used in the experimentations.

Partition Partition Bits/Channél
Number
1 0 0 0 0 0 0 0 0 Constant 1
2 128 0 0 0 0 0 0 0 lor2
3 256 0 0 0 0 0 0 0 Constant 2
4 256 256 0 0 0 0 0 0 Constant B
5 256 256 96 0 0 0 0 0 3or4
6 256 256 256 0 0 0 0 0 Constant ¢
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7 256 256 256 48 0 0 0 0 4or5
8 25€ 256 25€ 16C 128 O 0 0 4,5o0r¢

Effectiveness of Satistical Estimations

When the secret message is too large to be storthe@ icover image, the proposed
algorithm can guess that situation without tryirgy éncode the data first. The
statistical estimation of capacity of the cover gmacan prove very handy in these
cases. To demonstrate this case, a higher resolision of Fig. 4 having 570,224
bits of data is used as the secret message. Thgeimarig. 3(e) is used as the cover
media. This secret message is selected so thatlakeffile length is too big to store
within the cover image, for the partition schemg$able 2.

Table 3 shows the estimated maximum number ofthéscan be stored for each
partition scheme. These estimations are calculagad) the formula described before.
Table 3 shows that the capacity of the cover imadég. 3(e) is insufficient to store
the selected secret message.

Table 3: Statistical capacity estimations by the proposed algorithm.

Partition Scheme Bits per Esti_mated Max. Number
channel of Bitsthat can be Stored

00000O0O0O 1 90,000

1286 0 0 0 0 0 O lorz 135,00(

256 0 0 0 0 0 0 O 2 180,000

256 256 0 0 0O O O O 3 270,000

256 256 96 0 0O O O O 3or4 3608,7

256 256 256 0 O O O O 4 360,000

256 256 256 48 0 0 O 4o0rk 376,87!

Reducing Distortion through Data Spreading

Data spreading through adaptive selection of jpamtscheme brings two benefits.
First, it allows the data to be spread throughdw& tover image, which in turn
reduces distortion. Second, dynamic (run time)ctle of partition schemes relieves
the burden of finding appropriate partition scheoreeach cover image and data file
pair. Only the shared key needs to be agreed up@eihder and receiver through a
key distribution scheme like Diffie and Hellman {8). The partition scheme is
transmitted along with the data and there is norteead for partition schemes
management.

To test the imperceptibility performance of ouralthm, we generate randomly a
message of length 1,50,000 bits with uniform disttion. We hide this message in
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the cover images of Fig. 3 using the partition sobe of Table 2. To measure the
distortion, we evaluate peak signal to noise réRiSNR) (Jain 1989) for all the stego

images:

2
PSNR = 10x Iog( ;5555 j(dB),

where, MSE (mean square error) is the error betveeser imagec (with m x n

resolution) and stego image

- jii(cu =

mxn )iz =1

.

Table 4 and 5 show the PNSR values and pixel atibns for the different cover
images and partition schemes. Using lower numbpegtition means spreading the
data more. It is clear from Table 4 that the prepoalgorithm achieves significant
improvement in reducing distortion by spreading daga. Higher PSNR is obtained
when the secret message is spread over the medialdégting appropriate partition
scheme. Moreover, for all the cover images anditipsr schemes, PSNR is more

than 37 dB. This means that the proposed stegagpimgralgorithm provides very

good imperceptibility performance.

Table 4: PSNR values (in dB) for different stego-images created by the proposed

method.

Partition PSNR (in dB)

Scheme [ Foreq Fruits Desert | Geometry | Palm-tree | Baby-dish
8 42.38 46.64 4421 65.29 40.36 39.19
7 52.18 50.76 49.48 55.38 42.33 51.14
6 50.9¢ 52.11 52.5¢ 57.71 42 .4¢ 48.0¢
5 51.80 54.03 53.14 58.68 47.03 48.25
4 55.7: 56.8¢ 56.6' 61.4: 47.61] 54.1¢
3 59.83 60.78 60.28 64.64 51.16 58.70
2 60.54 61.90 60.52 65.15 51.16 59.03
1 62.52 62.55 62.70 67.11 51.16 60.58

Table5: Utilization of pixelsfor different cover images by the proposed method.

Partition Pixel Utilized (in %)

Scheme | Foreq Fruits Desert | Geometry | Palm-tree | Baby-dish
8 8.75 9.88 8.41 8.45 37.20 10.75
7 11.58 12.48 10.94 10.06 41.07 14.00
6 12.42 13.96 12.42 12.42 42.00 15.93
5 13.28 14.98 12.83 12.59 52.54 16.53
4 16.4¢ 18.5¢ 16.4¢ 16.4¢ 55.8¢ 21.1%
3 24.62 27.68 24.62 24.62 83.67 31.65
2 29.31 30.77 25.56 25.57 83.67 41.5]
1 49.03 55.12 49.04 49.04 83.67 63.09
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CONCLUSION

In this paper, we proposed a novel approach foorcohage steganography by
adaptively selecting the number of secret datatbitse stored in a pixel of the cover
image. Our algorithm achieves its goal in two stadkeadaptively selects a partition
scheme of the color intensity values to utilize ¢apacity of the cover image as much
as possible. Once a partition scheme is seledtednamber of bits that a pixel can
store is determined by the actual intensity vahfete channels. This novel approach
leaded to high capacity steganographic algorithmegging stego images with very
low distortions. We demonstrated that our algoritpperforms better than other

similar algorithms with the same secret data andeccamage. In addition, our

algorithm spreads out the secret message as mugbosssble by selecting an

appropriate partition scheme. This dynamic dat&iligion results in a more secure

system making it a very attractive scheme for cot@ge steganography.
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